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ABSTRACT 

     A methodology for the Bayesian evaluation of total specific risks of false decisions on 

conformity of a substance or material due to measurement uncertainty was developed using Monte 

Carlo simulations, taking into account the mass balance constraint of the data. As a case study, the 

results of testing a potassium iodate batch, considered as a candidate reference material of 

potassium iodate purity, were analyzed and discussed for different models of the prior probability 

density function and the likelihood function. Different scenarios of the risks related to 

determination of potassium iodate purity were studied, when the direct or indirect test method is 

applied, as well as when both are used simultaneously.  The scenario without the closure operation 

for the measured values (but with the mass balance constraint for the corresponding actual/“true” 

values) was the most informative concerning the influence of the measured values and associated 

measurement uncertainties on the risks.  
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1.  Introduction  

 

     Three models of prior probability density function (pdf) and likelihood function (likelihood), 

describing a chemical composition of a multicomponent substance or material which is subject to 

a mass balance constraint, were applied in the framework of a Bayesian multivariate approach to 

conformity assessment in ref. [1]. The prior pdf (prior) expresses information about the substance 

or material that is accumulated before testing of its current item - batch, lot or environmental 

compartment, while likelihood characterizes the new information obtained from the item 

test/measurement. Modeling these functions by means of truncated normal distributions of the 

components’ contents and a closure operation (normalizing the contents sum according to the mass 

balance constraint) allows evaluating risks of false decisions in conformity assessment. Model 1 

is suitable for materials whose composition is measured completely, i.e. contents of all the 

components under test are measured using the appropriate physicochemical methods. Model 2 can 

be applied for testing substances or materials in which the main component content is not measured 

using physicochemical methods, but is calculated based on a mass balance constraint. Model 3 is 

a helpful tool for understanding sources of experimental correlation between the measured 

components’ contents, disentangling the so-called spurious part, caused by the mass balance 

constraint, from natural and/or technological correlations. A Monte Carlo method, coded in the R 

programming environment, was developed for calculations of the coverage probability of the 

multivariate prior and the total global risks (consumer’s and producer’s [2]) of false decisions on 

conformity of a substance or material due to measurement uncertainty, taking into account the 

mass balance constraint of the data [1]. These risks are the probabilities of incorrect conformity 

assessment of an item randomly drawn from a statistical population of such items, when two or 

more component contents are under test. A total global risk characterizes the conformity 

assessment of a substance or material globally. It can also be interpreted as the probability of a 

false decision on conformity of two or more tested components’ contents in a future item, assuming 

that conditions of the substance or material production and testing will not change [3]. For a 

specific item under test, the total risks are referred to as the total specific consumer’s risk 

(probability that a specific accepted item does not conform) and the total specific producer’s risk 

(probability that a specific rejected item actually conforms) [4].  



4 

 

     The aim of the present paper is the evaluation of total specific risks of false decisions on 

conformity of a substance or material due to measurement uncertainty, taking into account the 

mass balance constraint of the data. As a case study, results from the Ural Research Institute for 

Metrology (UNIIM) [5] of testing a specific potassium iodate batch, being considered as a 

candidate reference material [6] of potassium iodate purity, are analyzed and discussed using the 

models of the prior and likelihood developed in [1].  

 

2. Evaluation of specific risks for multicomponent material or object 

 

     Bayes’ theorem for the multivariate pdf of components’ contents of a multicomponent material 

or object is expressed by the following equation: 

 

 𝑔(𝒄 𝒄m) = 𝐶𝑔0(𝒄)ℎ(𝒄m 𝒄),                                                                                                   (1) 

 

where 𝒄 = [c1, c2, …, cn] and 𝒄m = [c1m, c2m, …, cnm] are vectors of the actual (“true”) values ci  

and measured values cim, respectively, i = 1, 2, …, n;  𝑔(𝒄 𝒄m) is the multivariate posterior pdf; 

C is a normalizing constant; 𝑔0(𝒄) is the multivariate prior pdf; and ℎ(𝒄m 𝒄) is the multivariate 

likelihood function taking into account the measurement uncertainties and possible covariances 

between cim. The product  𝑔0(𝒄)ℎ(𝒄m 𝒄) is the multivariate joint pdf of actual values 𝒄 and the 

measured values 𝒄m.  Eq. (1) takes into account possible correlations between actual values of the 

contents of the components and/or between their measured values [1, 3]. 

     The total specific consumer’s risk, when all measured values cim are within their acceptance 

intervals Ai, is 

 

 𝑅c
∗ = 1 − ∫ …

𝑇1
∫ 𝑔(𝒄 𝒄m)d𝒄

𝑇𝑛
,                                                                                                (2) 

 

where Ti is the tolerance (specification) interval of ci, and T =  T1×T2× …×Tn is the tolerance 

domain for vector 𝒄.   



5 

 

     The total specific producer’s risk, when 𝜈 of n contents measured values cim, with 1 ≤ 𝜈 ≤ 𝑛, 

are outside their acceptance intervals Ai (i.e. out of the acceptance domain A = A1×A2× …×An for 

vector 𝒄m), is   

 

 𝑅p
∗ = ∫ …

𝑇1
∫ ∫ …

∞

0
∫ 𝑔(𝒄 𝒄m)d𝒄

∞

0𝑇𝜈
,                                                                                        (3)  

 

where, without losing generality, the measured values which are outside their acceptance intervals 

are the first 𝜈. 

     In the univariate case, when only a particular component content is considering for conformity 

assessment, for example the main component content 𝑐1, the particular specific consumer’s risk 

𝑅c1
∗  and the particular specific producer’s risk 𝑅p1

∗  are the following, according to JCGM 106 [2]: 

 

𝑅c1
∗ =  ∫ 𝑔(𝑐1 𝑐1m)𝑑𝑐1 =

∫ 𝑔0(𝑐1)ℎ(𝑐1m 𝑐1)𝑑𝑐1
𝑇L1

0

∫ 𝑔0(𝑐1)ℎ(𝑐1m 𝑐1)𝑑𝑐1
100

0

𝑇L1

0

                                                                (4) 

                                                    

for 𝑐1m > 𝑇L1, where  𝑇L1 is the lower tolerance limit of the component content, and   

 

𝑅p1
∗ =  ∫ 𝑔(𝑐1 𝑐1m)𝑑𝑐1

100

𝑇L1

=
∫ 𝑔0(𝑐1)ℎ(𝑐1m 𝑐1)𝑑𝑐1

100

𝑇L1

∫ 𝑔0(𝑐1)ℎ(𝑐1m 𝑐1)𝑑𝑐1
100

0

                                                                 (5) 

 

for 𝒄𝟏𝐦 < 𝑻𝐋𝟏, when the lower tolerance and acceptance limits coincide. 

 

3. Material and test methods 

 

     A purchased batch of synthesized potassium iodate (KIO3), produced by Acros Organics [7], 

and weighed 1.5 kg, was divided at UNIIM in 145 vials, about 10 g in each vial. Twelve vials from 

145 were used for the batch homogeneity study with the purity direct measurement method (Sec. 

3.2.1) according to ISO Guide 35 [6]. The standard deviation of the potassium iodate purity caused 

by the batch inhomogeneity was 0.003 %. The same standard deviation of 0.003 % was also 
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obtained in a year-long stability study. These standard deviations are statistically negligible in 

comparison with the standard measurement uncertainty of the applied direct method, equal to 

0.007 %.  

 

3.1. Specification and acceptance limits 

 

     The KIO3 content/purity c1 in the batch, expressed as mass fraction of KIO3, should not be less 

than TL1 = 99.9 % which is the lower tolerance/specification limit required for a candidate reference 

material of this type for verification of measuring instruments [8]. The upper tolerance limit (not 

greater than) of the content c2 of impurities (the sum of their mass fractions) is, accordingly, TU2 = 

(100 – 99.9) % = 0.1 %. The reference material is planned also for use in quality control of 

potassium iodate according to the standard [9], which sets the lower specification limit of purity 

at 99.8 % for “Chemically pure” and “Pure for chemical analysis” grades of the salt. The impurities 

which should be under control by this standard are substances insoluble in water; nitrogen-

containing compounds; iodide and free iodine; sulfates; chlorides, bromides and chlorates; iron; 

heavy metals; and sodium. 

     The acceptance limits for test results of a candidate reference material of potassium iodate are 

not set in the regulation [8], and in practice the tolerance/specification limits are used instead. In 

other words, acceptance limits are coincidental here with tolerance limits, i.e. A = T. 

 

3.2. Methods for testing a candidate reference material 

 

     Two test methods, direct and indirect [6], were used for the determination of purity, i.e. for 

measuring the actual (“true”) potassium iodate content c1.  

 

3.2.1. Direct method 

 

     The direct method is based on the SI-traceable, primary coulometric titration of oxidants, 

expressed as mass of potassium iodate, using a vertical coulometric cell and amperometric end-

point detection with two polarized electrodes. The measurement procedure consists of the 

following steps: 1) coulometric standardization of sodium thiosulfate by electrogenerated iodine, 



7 

 

2) reaction of an excess of standardized sodium thiosulfate with iodine released by a potassium 

iodate test portion of 0.15 g from acidified potassium iodide solution, 3) coulometric titration of 

the sodium thiosulfate excess by electrogenerated iodine, and 4) calculation of c1mD (subscript ‘m’ 

means measured value, and ‘D’ – direct method), as well as evaluation of the associated 

measurement uncertainty. More about the method and measurement uncertainty components is 

available in the publications [10, 11]. 

     The mean measured value was c1mD = 99.966 % with associated combined standard 

measurement uncertainty u1D = 0.007 %. 

 

3.2.2. Indirect method 

 

     The indirect method is based on the mass balance approach and measurement of the content of 

the impurities, as described in ISO Guide 35 [6] and in a number of publications on applications 

of this approach, in particular for inorganic substances or materials [12-15]: 

 

𝑐1mI = 100 −  𝑐2mD,                                                                                                                  (6) 

 

where subscript ‘I’ means indirect method, and 𝑐2mD is the measured content value of the 

impurities as sum of mass fractions of the elements in their assumed chemical (ionic) form, 

including  mass fraction of the potassium ion excess due to non-stoichiometry.  

     A test portion of 0.5 g was used for measurement of elemental mass fractions of impurities by 

standard mode inductively coupled plasma mass spectrometry (ICP-MS), and a 1.0 g test portion 

- for ionic impurities by ion chromatography (IC). Substances insoluble in water were not detected. 

Iodide ions and free iodine, nitrogen containing nitrite and nitrate ions, as well as chlorates, were 

not detected also and not taken into further account. Mass fractions of seventy-one impurities were 

measured. Fourteen of them (mass fractions of Na, Mg, Al, Са, Ti, Fe, Ni, Cu, Zn, Rb, Sr, Cd, Ba, 

and Bi) were quantified with ICP-MS. The mass fractions of another fifty-four elements were 

equal or less than their corresponding ICP-MS limits of detection (LOD). In this case, LOD/2 were 

taken as the estimates of the mass fractions, according to Guide [14]. Mass fractions of SO4
2– and 

Cl– ions were measured by IC. The potassium excess was evaluated using the concept of 
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electroneutrality of an ion system: the system should maintain equality of positive and negative 

charges [16-18]. 

     The mean measured content of the impurities was c2mD = 0.025 %. The purity calculated by Eq. 

(6) was c1mI = 99.975 %. No correlation was observed between measured values of the impurities’ 

mass fractions. The combined standard measurement uncertainty associated with 𝒄𝟐𝐦𝐃 and c1mI, 

calculated by Guides [6] and [15], was u2D = 0.005 %. 

  

4. Modelling and calculation for the mass balance constraint 

 

4.1. Prior pdfs 

 

     There are two quantities measured in the batch testing: 1) the potassium iodate content/purity 

c1 as mass fraction, %, and 2) the content c2 of impurities as the sum of their mass fractions, %.  

     The prior pdf for the purity 𝑔0(𝒄𝟏) is approximated by a univariate truncated normal 

distribution TN(1,1) on the interval [0 %, 100 %]: 

   

   𝑔0(𝑐1) =  

 (
𝑐1−1
1

)

1( (
100−1

1
)− (

−1
1

))

 ,                                                                  (7)                                             

 

where location parameter 1 = 99.95 % is the mean of the permissible purity interval [99.9 %, 

100 %] by regulation [8] and scale parameter 1 = 0.015 % is the standard deviation of a batch 

purity, assumed equal to the target (standard) measurement uncertainty [8, 19];  (∙) is the pdf of 

the standard normal distribution and  (∙) is its cumulative distribution function. Note that in the 

present study the scale parameter does not characterize variability of conditions of a batch 

production [3], but reflects the variability of selection of raw material appropriate for development 

of the reference material.  

     A histogram (numerical representation) of the prior pdf 𝑔0(𝑐1) is shown in Fig. 1a; outside the 

interval [0 %, 100 %], it is equal to zero. Truncation at 100 % slightly influences this pdf because 

of the small scale value; the distribution is however skewed to the left.  
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Fig. 1. Histograms of the purity prior pdf (a) and the impurities content prior pdf (b). The 

ordinates are densities; abscises in (a) and (b) are purity c1 % mass and impurities content c2 % 

mass, respectively. The location and scale parameters of the purity pdf are 1 = 99.95 % and 1 = 

0.015 %, respectively.  

 

     Because of the mass balance constraint, for each value c1 of the purity, simulated by randomly 

sampling from TN(𝜇1, 𝜎1), a corresponding content value c2 of the impurities is deterministically 

evaluated as c2 = 100 – c1. This approach follows Model 2 for prior pdfs described in ref. 

[1, sec. 2.3]. Incidentally, for just two involved variables, this model degenerates into the 

sequential Model 3. The histogram of the prior pdf for impurities content c2 is presented in Fig. 

1b. This distribution (depicted on the c2 range [0 %, 0.12 %], complementary to the c1 range 

[99.88 %, 100 %]) is the specular reflection of that in Fig. 1a. Hence, the probability for c2 values 

to be greater than TU2 = 0.1 % is the same as that for c1 values to be smaller than TL1 = 99.9 %. 

 

4.2. Likelihood 

      

     There are two tasks of the evaluation of specific risks and corresponding two scenarios of 

likelihood modelling:  
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     1) Both contents of purity and impurities are under conformity assessment. One of the two 

quantities is measured directly, while the other is recovered from the former through the mass 

balance constraint. 

     1a) Purity c1mD is measured directly, while content of the impurities is evaluated as c2mI = 

100 - c1mD. In this scenario, the likelihood for c1mD is modelled by a truncated normal distribution 

on [0 %, 100 %], with location parameter equal to the actual “true” value c1 and scale parameter 

equal to measurement uncertainty u1D. This modelling follows Model 2 for likelihood functions 

described in ref. [1, sec. 2.4]. 

     1b) Purity c1mI is evaluated indirectly from the measured content c2mD of the impurities, i.e. c1mI 

= 100 - c2mD. The likelihood for c2mD is modelled by a truncated normal distribution on [0 %, 

100 %], with location parameter equal to the actual “true” value c2 and scale parameter equal to 

measurement uncertainty u2D. This modelling follows also Model 2 as in the scenario 1a) above. 

     2) Both c1mD and c2mD are measured directly (and independently), and both undergo the 

conformity assessment. For modelling their likelihood function, the univariate truncated normal 

distributions TN(c1, u1D) and TN(c2, u2D) on the interval [0 %, 100 %] are considered, respectively, 

and then the corresponding simulated values 𝒄𝐦 = [𝑐1mD, 𝑐2mD] are closed according to the 

closure operation in order for them to satisfy the mass balance constraint: 

 

clo (𝒄𝐦) = [
100 𝑐1mD

𝑐1mD+𝑐2mD
,

100 𝑐2mD

𝑐1mD+𝑐2mD
 ].                                                                            (8) 

 

Note, the closure operation leads to a perfect negative correlation between c1mD and c2mD values, 

with the Pearson correlation coefficient of –1. In the case where c1mD and c2mD values are not 

mandatorily satisfying the mass balance constraint, the closure operation (8) can be avoided. Such 

a situation is possible when the sum of c1mD and c2mD is less than 100 %, because not all the 

impurities are detected, or greater than 100 % due to measurement uncertainties associated with 

the measured values. 

     A scenario when the directly-measured purity c1mD is the only quantity under conformity 

assessment (a univariate task), is also discussed for further comparison.  

 

4.3. Posterior pdf 
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     The posterior distribution describing post-measurement knowledge about property values of a 

component is expressed in Eq. (1) as 𝑔(𝒄 𝒄𝐦). In the current study, it is the pdf of actual content 

values of the potassium iodate and impurities given their corresponding measured values in the 

batch. This pdf is the normalized product of the prior and the likelihood. It allows to calculate the 

total specific consumer’s risks by Eq. (2) and the total specific producer’s risks by Eq. (3). In the 

univariate case, the particular specific consumer’s risks were calculated by Eq. (4) and the 

particular specific producer’s risk - by Eq. (5). The integrals in these equations were evaluated 

using numerical methods.       

 

4.4. Computational details 

  

4.4.1. Univariate scenario     

  

     Modeling of prior 𝑔0(𝑐1) and likelihood ℎ(𝑐1mD 𝑐1), based on truncated normal distributions, 

followed that described for 𝑐1 in Sec. 4.1 and for 𝑐1mD in Sec. 4.2, scenario 1a, respectively. 

Integrals in Eqs. (4) and (5) were evaluated  by means of the R “integrate” function for adaptive 

quadrature of one-dimensional functions [20].  

 

4.4.2. Bivariate scenarios 

 

     For scenario 1a in Sec. 4.2, it is worth noting that the total consumer’s risk coincides with the 

particular consumer’s risk relevant to the measured directly purity 𝑐1mD. When 𝑐1mD > 𝑇L1, 

corresponding content of impurities calculated as 𝑐2mI = 100 − 𝑐1mD is smaller than TU2, and the 

candidate reference material is conforming regulations [8]. The total risk that this material is 

actually not conforming is equal to one minus the probability that both the actual (posterior) values 

𝑐1|𝑐1mD and 𝑐2|𝑐2mI are within their corresponding tolerance limits as shown, in Eq. (2). However, 

𝑐1|𝑐1mD > 𝑇L1 when and only when 𝑐2|𝑐2mI < 𝑇U2, by definition of the prior pdf and the 

likelihood function for the impurities content as 100 % minus the corresponding value of the purity. 

Therefore, the total specific consumer’s risk 𝑅c
∗ coincides with the particular consumer’s risks 𝑅c1

∗  

derived in Sec. 4.4.1.  
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     The described reasoning holds as well for the total specific producer’s risk 𝑅p
∗ , hence being 

equal to 𝑅p1
∗ . The same kind of considerations applies also to scenario 1b. The difference between 

the risk values in scenarios 1a and 1b is caused just by the difference in uncertainties u1D and u2D 

associated with the directly measured values of the components’ contents.    

     For scenario 2, where both c1mD and c2mD are measured directly, the total specific risks are 

calculated according to Eqs. (2) and (3) by means of Monte Carlo (MC) simulation performed in 

R programming environment. For each specified couple of measured values (c1mD, c2mD), for which 

the total risk has to be evaluated, integrals of the posterior pdf in Eqs. (2) and (3) involve the ratio 

of multiple integrals of the joint pdf of vector [c1, c2, c1mD, c2mD] with respect to variables c1 and 

c2 over appropriate domains. M = 107 random vectors [c1, c2, c1mD, c2mD] were generated according 

to the prior modelling for c1 and c2 in Sec. 4.1 and the likelihood modelling for c1mD and c2mD in 

Sec. 4.2, Model 2. A correlation between c1mD and c2mD values is induced by the correlation 

between actual/“true” values c1 and c2. The induced correlation coefficient is – 0.86: it is weaker 

than that between c1 and c2 (– 1), because of the random factors contributing to the measurement 

uncertainty, which adds noise to the actual values [21].   

     The above-mentioned integrals are approximated by the number of vectors in which c1 and c2 

values are in the relevant integration domain and, at the same time, the generated measured values 

are equal to the specific c1mD and c2mD values, divided by the total number (M = 107) of generated 

vectors. Since both integrals in the numerator and denominator of the risk, such as those in Eqs. 

(4) and (5) for the univariate case, are approximated by a ratio whose denominator is always the 

same value (i.e., M = 107), this division is not actually implemented in the code. 

     Ideally, one should search for those vectors [c1, c2, c1mD, c2mD] in which the generated measured 

values are equal to the specific c1mD and c2mD of interest. However, since the simulation can 

generate just a finite amount of discrete values, which have a finite numerical representation, the 

probability to find such vectors is zero, in practice. Therefore, the number of vectors [c1, c2, c1mD, 

c2mD] is counted in which the measured values are encompassed within the range cimD ± ε, where 

ε = 0.001 was empirically found to be a sensible tradeoff. This ε value is sufficiently small to be 

considered as a negligible perturbation with respect to the uncertainties in play, but sufficiently 

large to allow collecting a good number of vectors both at the numerator and the denominator of 

the ratios which approximate the risk values. 
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     For a better rendering, risks values in figures related to scenario 2 were smoothed by means of 

the R “loess” [22] and “loess.surf functions” [23]. 

      The relevant R codes can be sent upon request to the corresponding author.    

 

5. Results and discussion 

 

5.1. Univariate scenario  

 

     The particular specific consumer’s risk and producer’s risk, calculated as explained in Sec. 

4.4.1, are plotted in Fig. 2a and Fig. 2b, respectively. 

 

 

Fig. 2. Dependences of the particular specific consumer’s risk 𝑹𝐜𝟏
∗  (a) and producer’s risk 

𝑹𝐩𝟏
∗  (b) on the measured directly purity value c1mD in the univariate scenario. The ordinates 

are the risks expressed as probabilities in fractions of one, and the abscissae are measured values, 

% mass.   

 

     In the present study, “consumer” is the Regulator (Russian Federation Agency for Technical 

Regulation and Metrology) defending interests of laboratories which will purchase the reference 

material, applying the regulation [8]. The consumer’s risk is the probability of the event when the 
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measured (and certified later) purity value is c1mD  99.90 %, while the actual (“true”) value is 

c1 < 99.90 %. Such actual purity value is not recommended for verification of measuring 

instruments by the regulation [8] and may cause further problems in a laboratory activity. 

However, this consumer’s risk shown in Fig. 2a is practically zero, when c1mD > 99.92 %.   

     The risk of “producer” of the reference material (UNIIM) is the probability that the measured 

purity value is c1mD < 99.90 %, when the actual value is c1  99.90 %. In such case, a false decision 

of the producer on quality of the raw material and/or its testing is possible, leading to rejection of 

the material and vain loss of money and time. The producer’s risk illustrated in Fig. 2b decreases 

to very small values when c1mD < 99.87 %: the chance that actual purity value is not less than 

99.90 % is already negligible.  

     Replacement of the standard measurement uncertainty u1D = 0.007 % by the standard 

uncertainty 0.008 % of the certified value, combining u1D with the standards deviations of the 

material inhomogeneity (0.003%) and instability (0.003 % also), does not influence the risks 

values rounded up to hundredth.   

      By definition, the dependences of the risks on the impurities content are symmetric to the 

dependences on purity, in this scenario.   

 

5.2. Bivariate scenarios 

 

     Scenario 1a is represented in Fig. 3a as the three dimensional dependence of the total specific 

consumer’s risk 𝑅c
∗ on c1mD and c2mI. The risk values are shown by vertical navy-blue lines of 

corresponding length, forming together the risk “wave”. This wave smoothing curve is identical 

to the curve in Fig. 2a for the univariate scenario in the same intervals of the measured directly 

purity and the impurities content, measured indirectly. The sky-blue floor of the plot corresponds 

to zero risk.  

     The dependence of total specific producer’s risk 𝑅p
∗  on c1mD and c2mI is presented in Fig. 3b, 

where the vertical lines showing the 𝑅p
∗  values form also the risk “wave”, as in Fig. 3a, with the 

smoothing curve identical to the curve of the univariate scenario in Fig. 2b. 
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Fig. 3. Total specific consumer’s risk 𝑹𝐜
∗ (a) and producer’s risk 𝑹𝐩

∗  (b) in dependence on 

measured directly purity c1mD and impurities content c2mI, measured indirectly. Interval of 

the 𝑅c
∗ values in plot (a) is [0, 0.06], when c1mD = [99.90 %, 99.95 %] and c2mI = [0.05 %, 0.10 %]. 

Interval of the 𝑅p
∗  values in plot (b) is [0, 0.92], when c1mD = [99.85 %, 99.90 %] and c2mI = [0.10 %, 

0.15 %]. 

 

     The “collapse” of the total risk for two components to the particular risk of one of them is not 

surprising in the case of compositional data in which one of the two variables (component contents) 

is modelled exactly as the complement to 100 % of the other: this complementary variable does 

not convey any further information to the risk evaluation from a probabilistic point of view.   

     Uncertainty of measured directly purity u1D = 0.007 % by scenario 1a does not differ 

significantly from uncertainty of measured indirectly purity by scenario 1b, equal to uncertainty 

of measured directly impurities content u2D = 0.005 %. Therefore, dependences of the risks on the 

measured indirectly purity by scenario 1b, are very similar to those shown in Fig. 3. Nevertheless, 

the risks values may be distinguished: the maximum consumer’s risk 𝑅c
∗ values on the interval of 

purity [99.90 %, 99.95 %], measured directly by scenario 1a and indirectly by scenario 1b, are 

0.06 vs. 0.10, respectively. The maximum producer’s risk 𝑅p
∗  values on the interval of purity 
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[99.85 %, 99.90 %], measured directly by scenario 1a and indirectly by scenario 1b, are 0.92 vs. 

0.80, respectively.  

     Note, although the measurement uncertainty u2D is smaller than u1D, the consumer’s risk in 

scenario 1b is greater than in scenario 1a, whereas the producer’s risk is lesser. The reason is that 

the posterior pdf depends on both the likelihood function (in which the measurement uncertainty 

is involved as the scale parameter) and the prior pdf. The posterior pdf is characterized by an 

expectation value lying in between the prior mean and the measured value. At the same measured 

purity value, e.g. at c1mD = c1mI = 99.901 % where the consumer’s risk values are the greatest, the 

(univariate) posterior pdf of c1 obtained for scenario 1b with u2D = 0.005 % is narrower than that 

for scenario 1a with u1D = 0.007 %, as shown in Fig. 4. However,  the posterior pdf of scenario 1b 

is more shifted toward measured value 99.901 %, has a larger tail of the distribution to the left of 

TL1 = 99.90 %, and therefore, the consumer’s risk is greater here than in scenario 1a. 

 

 

Fig. 4. Posterior pdf of actual purity values c1. Black line is the posterior pdf for scenario 1a, 

red line – for scenario 1b; dotted line is the lower tolerance purity limit TL1. 

      

     The total consumer’s and producer’s specific risks by scenario 2 with the closure operation are 

demonstrated in Fig. 5, plots a) and b), respectively. The closure operation leads here again to the 

risk surface collapse into the “waves” as in Fig. 3. These waves in Fig. 5, with maximum values 

of 0.10 and 0.81 of the consumer’s risk and the producer’s risk, respectively, are closer to those 
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obtained in scenario 1b than in scenario 1a. Apparently, the measurement uncertainty u2D, being 

smaller than u1D, influences the risk values more.  

 

 

Fig. 5. Total specific consumer’s risk 𝑹𝐜
∗ (a) and producer’s risk 𝑹𝐩

∗  (b) in dependence on 

measured directly purity c1mD and impurities content c2mD, treated with the closure operation. 

Interval of the 𝑅c
∗ values in plot (a) is [0, 0.10], while the interval of the 𝑅p

∗  values in plot (b) is [0, 

0.81]. The measured purity and impurities content intervals are as in Fig. 3. 

 

     Fig. 6 shows a proper (not degenerate) surface of the consumer’s risk (a) and producer’s risk 

(b) when the closure operation is not applied to the measured values. In this case the outcomes of 

the measurement process, i.e. couples (c1mD, c2mD) in which c1mD ≠ 100 – c2mD (whereas c1 = 100 – 

c2), are feasible also. The maximum value of the consumer’s risk is 0.11, while for the producer’s 

risk it is 0.76.  

     Note, the maximum risks in Fig. 6, as well as in Fig. 3 and Fig. 5, are related to the shown 

intervals of the variables, i.e. measured purity and impurities content values. Out of these intervals 

the risks behavior and their maximum values may change. In particular, the total specific 

producer’s risk in Fig. 6b is zero when c1mD > 99.90 % and c2mD < 0.10 %, by definition. However, 
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this risk may increase when, for example, c1mD > 99.90 % and simultaneously c2mD > 0.10 %, or 

vice versa, when c1mD < 99.90 % and simultaneously c2mD < 0.10 % 

 

Fig. 6. Total specific consumer’s risk 𝑹𝐜
∗ (a) and producer’s risk 𝑹𝐩

∗  (b) in dependence on 

measured directly purity c1mD and impurities content c2mD, without closure operation. Interval 

of the  𝑅c
∗ values in plot (a) is [0, 0.11], while the interval of the 𝑅p

∗  values in plot (b) is [0, 0.76]. 

The measured purity and impurities content intervals are as in Fig. 3. 

 

      In general, comparing the discussed univariate and bivariate scenarios of the risks related to 

determination of potassium iodate purity, one can see that practically the same results are obtained 

in bivariate scenarios, transformed de-facto into univariate cases by the mass balance constraint. 

This means that there is no significant difference between direct and indirect purity test methods 

if their measurement uncertainties are approximately equal. Note, the “collapse” of multivariate 

scenarios into univariate scenarios because of the closure operation, as happens in bivariate 

scenarios, is impossible for three or more variables.  

     Bivariate scenario 2 without the closure operation for the measured values (but with the mass 

balance constraint for actual/“true” values and their prior pdf) does not decrease the risks in 

comparison to other scenarios. However, this scenario is the most informative concerning the 

influence of the proper measured values and associated measurement uncertainties on the risks.  
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     By all the scenarios, at the measured values c1mD = 99.966 % and c2mD = 0.025 %, reported by 

UNIIM for the studied batch of potassium iodate as candidate reference material, both the total 

specific consumer’s risk and the total producer’s risk are essentially zero.  

 

6. Conclusions   

 

     A methodology for the Bayesian evaluation of total specific risks of false decisions on 

conformity of a substance or material due to measurement uncertainty is developed using Monte 

Carlo simulations, taking into account the mass balance constraint of the data. As a case study, the 

results of testing a potassium iodate batch, considered as a candidate reference material of 

potassium iodate purity, were analyzed and discussed for different models of the prior pdf and 

likelihood function.  

      Comparing the studied scenarios of the risks related to determination of purity of a potassium 

iodate batch, it was shown that practically the same results are obtained, when the direct and 

indirect purity test methods are used, if their measurement uncertainties are approximately equal. 

That is caused by the “collapse” of the bivariate scenarios (modelling both the purity and the 

impurities content) into corresponding univariate cases modelling just the purity. This is an effect 

of the mass balance constraint applied by means of the closure operation to the measured values 

of just two quantities.  

     The bivariate scenario without application of the closure operation to the measured values (but 

with the mass balance constraint for actual/”true” values) is the most informative concerning the 

influence of the measured values and associated measurement uncertainties on the risks.  

     By all the scenarios, however, at the measured values c1mD = 99.966 % and c2mD = 0.025 %, 

reported for the studied batch of potassium iodate as candidate reference material, both the total 

specific consumer’s risk and producer’s risk are essentially zero.  
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