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Abstract: The classification, modeling, and quantification of human errors in routine chemical analysis are 
described. Classifications include commission errors (mistakes and violations) and omission errors (lapses 
and slips) in different scenarios at different steps of the chemical analysis. A Swiss cheese model is used to 
characterize error interaction with a laboratory quality system. The quantification of human errors in chemi-
cal analysis, based on expert judgments, i.e. on the expert(s) knowledge and experience, is applied. A Monte 
Carlo simulation of the expert judgments was used to determine the distributions of the error quantification 
scores (scores of likelihood and severity, and scores of effectiveness of a laboratory quality system against 
the errors). Residual risk of human error after the error reduction by the laboratory quality system and con-
sequences of this risk for quality and measurement uncertainty of chemical analytical results are discussed. 
Examples are provided using expert judgments on human errors in pH measurement of groundwater, multi-
residue analysis of pesticides in fruits and vegetables, and elemental analysis of geological samples by induc-
tively coupled plasma mass spectrometry.
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1  Introduction
The foundations of the study of human error as a kind of human performance were developed in the 1950s 
and 1960s. Both correct performance and human error follow from the same cognitive processes allowing us 
to be fast, to respond flexibly to new situations, and to juggle several tasks at once. They are “two sides of the 
same theoretical coin” [1–3].

There is an extensive literature on investigating factors leading to human error (human factors) in avia-
tion, engineering, medicine, accident analysis, forensic science and criminal investigations, and other fields 
[4]. An understanding of human error and the necessity of including this topic in programs for teaching stu-
dents is now also recognized in analytical chemistry [5–8]. Two international workshops were held recently 
to discuss the human error problems in chemical analysis [9, 10].

Human errors in a routine analytical laboratory may lead to atypical test results of questionable reliabil-
ity. An important group of atypical results is out-of-specification test results that fall outside the established 
specifications in the pharmaceutical industry, or do not comply with regulatory, legislative, or specification 
limits in other industries and fields, e.g. environmental and food analysis [11, 12]. Such results may also not 
meet the established/agreed requirements for a non-regulated product under chemical analysis. Where no 
limits have yet been established (e.g. for a new material), human errors may lead to incorrect evaluation of 
the tested property. When an atypical test result is identified, it is important to determine the root causes of 
the event and to avoid its recurrence. About 80 % of the root causes may be human errors [13].
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Preventing, avoiding, or blocking errors by a laboratory quality system is not easy, since errare humanum 
est (to err is human). Thus, a study of human factors is necessary in any field of analytical chemistry. It is 
required by the U.S. Food and Drug Administration, the UK Medicines and Healthcare Products Regulatory 
Agency, and by other regulators, as a part of quality risk assessment [14–16]. Laboratories demonstrating 
competence in analytical chemistry and conformity assessment according to ISO 17025 [17] should also be 
able to develop relevant human-error related corrective and preventive actions. Such a study includes human 
error classification, modeling, and quantification.

Currently there is no available data bank (database) containing empirical values of probabilities/fre-
quencies of occurrence of human errors in analytical chemistry derived from relevant operating experience, 
experimental research, and simulation studies. Therefore, known mathematical techniques for human error 
prediction, i.e. calculation of their probabilities, cannot yet be applied for chemical analysis of a specific 
material or another object. On the other hand, experts in chemical analysis have necessary information accu-
mulated during their work. Expert judgments are used in landscape ecology and biosecurity, counterter-
rorism, and many other fields [18]. In analytical chemistry and metrology, expert judgments are based on 
knowledge of the nature of the analyte and measurand, the chemical analytical procedure (measurement 
method) used, earlier observations, and common sense. Therefore, the judgments are not arbitrary [19] and 
can be helpful for the error quantification.

The classification, modeling, and quantification of human errors in a routine chemical analytical labora-
tory using expert judgments is detailed in the present Guide. Residual risk of human errors (not prevented or 
blocked by the laboratory quality system) and consequences of this risk for quality and measurement uncer-
tainty of the analytical results are discussed.

1.1  Scope and field of application

This Guide is developed for the study of human errors in chemical analysis and the reduction of the risk of 
such errors.

The document is intended for quality control, measurement, and testing (chemical analytical) laborato-
ries, for accreditation bodies, laboratory customers, regulators, quality managers, metrologists, and analyti-
cal chemists – analysts.

1.2  Terms and definitions

Terms and definitions used in this Guide correspond to JCGM 200 (VIM) [20], ISO 3534 [21], ISO 9000 [22] and 
ISO Guide 73 [23]. The most relevant definitions relating to human errors in chemical analysis are given here.

1.2.1  

human error in chemical analysis
human error
error
any action or lack thereof that leads to exceeding the tolerances of the conditions required for the normative 
work of the chemical analytical (measuring/testing) system with which the human interacts

NOTE 1 Adapted from Ref. [24, 25].
NOTE 2  When the measuring system is dealing with sampling, “the human” may be a sampling inspector. 

On other steps of chemical analysis “the human” is an analyst/operator of the measuring system.
NOTE 3  “The tolerances of the conditions” are, for example, intervals of temperature and pressure values for 

sample decomposition, purity of reagents, pH values for an analyte extraction and separation, etc. 
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They are formulated in a standard operation procedure (SOP) of the chemical analysis describing the 
normative work, based on the results of the chemical analytical method validation study.

NOTE 4 This human error definition relates to “active errors” according to ISO/TS 22367 [15], clause 3.2.
NOTE 5  Human error should not be confused with measurement error, defined in VIM [20], clause 2.16, as a 

difference between measured and reference quantity values. Human error may cause measurement 
error. However, when a human error is identified in time and the measurement process is corrected 
or repeated, there is no influence on the measurement error. Therefore, the use of term “error” is 
possible when there is no ambiguity.

1.2.2  

quality risk of human error
risk of human error
risk
the combination of likelihood (probability) of occurrence of human error (1.2.1) and the severity of that error 
for quality of chemical analytical results

NOTE 1 Adapted from ISO Guide 73 [23], clause 1.1, note 4, and ICH Q9 [14], clause 7.
NOTE 2  There is not only a quality risk of human error: financial, safety, and other risks may be discussed 

also. Therefore, the use of terms “risk of human error” and “risk” is possible when there is no 
ambiguity.

1.2.3  

quality risk management
risk management
coordinated activities to direct and control a laboratory with regard to the risk (1.2.2)

NOTE 1 Adapted from ISO Guide 73 [23], clause 2.1.
NOTE 2  Such activities are components of the laboratory quality (management) system according to ISO 

9000 [22], clause 3.2.3.

1.2.4  

quality risk reduction
reduction of the risk
risk reduction
change of the risk (1.2.2) due to the laboratory quality system reducing the likelihood of the occurrence of 
human error (1.2.1) and/or the severity of that error for quality of chemical analytical results

NOTE Adapted from ICH Q9 [14], clause 7.

1.2.5  

quality residual risk
residual risk
risk (1.2.2) remaining after its reduction (1.2.4) by the laboratory quality system

NOTE Adapted from ISO Guide 73 [23], clause 3.8.1.6.
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1.3  Symbols

( )i
jj∆ ′ synergy of two quality system components j and j′ (j′ ≠ j) in blocking human error by scenario i

E* score of the effectiveness of the quality system in decreasing likelihood and severity of human errors
fHE fraction of the quality of the measurement/test results which may be lost due to residual risk of 

human errors
i index of a human error scenario
I number of human error scenarios possible in a chemical analytical process
j index of a component (layer) of a laboratory quality system
J number of components of a laboratory quality system
k index of a kind of human error
K number of kinds of human errors possible in a chemical analytical process
li expert judgment on severity (loss of quality of test results) of human error scenario i
L* severity score
pi expert judgment on likelihood of human error scenario i
P* likelihood score
qj effectiveness of quality system component j in decreasing likelihood and severity of human errors

jq
∗ score of the effectiveness of component j

mq
∗� score of the quality system effectiveness at step m of a chemical analytical process

Q quality
Qres resulting quality
m index of a step of a chemical analytical process
M number of steps of a chemical analytical process
nMC number of Monte Carlo trials
rij reduction of likelihood and severity of error scenario i as a result of error blocking by quality system 

layer j, degree of their interaction
ijr� reduction value taking into account the synergy factor

r* score of the risk reduction
R* score of the residual risk
sij synergy factor of quality system component j with the other system components in blocking error 

scenario i
t time
u standard measurement uncertainty [20]
uHE standard uncertainty caused by residual risk of human error
uHE-r relative standard uncertainty caused by residual risk of human error
ur relative standard measurement uncertainty [20]
ures resulting standard measurement uncertainty, including the human error contribution
ures-r resulting relative standard uncertainty, including the human error contribution

1.4  Abbreviations

CAS number unique numerical identifier assigned by Chemical Abstract Service (CAS) to every chemical 
substance

CITAC Cooperation on International Traceability in Analytical Chemistry
CODEX Alimentarius Commission – international organization developing food standards, guide-

lines and related documents, named Food Book (Codex Alimentarius in Latin)
CRM certified reference material
FPD flame photometric detector
GC gas chromatography
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ICH International Conference on Harmonization of Technical Requirements for Registration of 
Pharmaceuticals for Human Use

ICP-MS inductively coupled plasma mass spectrometry
ISO/TS International Organization for Standardization Technical Specification
JCGM Joint Committee for Guides in Metrology
Lab laboratory
LC liquid chromatography
MRL maximum residue limit
MS mass spectrometer
MW molar mass
NIST National Institute of Standards and Technology, US
pmf probability mass function
QuEChERS Quick, Easy, Cheap, Effective, Rugged and Safe method for sample preparation in pesticide 

residue analysis
RSD relative standard deviation
SD standard deviation
SOP standard operation procedure
VIM International vocabulary of metrology – Basic and general concepts and associated terms [20]
XSD halogen selective detector

2  Classification of human errors

2.1  Commission errors

Errors of commission (mistakes and violations) are inappropriate actions resulting in something other than 
what was intended [5]. An example is the choice of a chemical analytical method for a reference material 
homogeneity study having a reproducibility standard deviation larger than the standard deviation of the 
method for which the reference material is intended.

2.1.1  Mistakes

Mistakes occur when actions follow a plan, but the plan is wrong, as an analyst does not have appropriate 
or sufficient information for correct planning. They are also possible when an analyst does not completely 
understand the chemical analytical method and quality rules he/she works within, or applies the informa-
tion incorrectly because of a lack of experience or knowledge. The classification of mistakes is based on the 
human behavior. The following three classes are widely accepted.

A skill-based mistake is an inadequate analyst performance of SOP, occurring from the overconfidence of 
the mentality, “I have done this a thousand times” [26].

A rule-based mistake happens when an analyst encounters some relatively familiar problem, but applies 
an unsuitable solution or rule. For example, it is an everyday mistake for an analyst operating an analytical 
instrument (spectrophotometer, chromatograph or another) to use wrong method conditions or part of the 
method conditions downloaded improperly from the instrument software.

A knowledge-based mistake occurs when an analyst faces a situation where his/her knowledge is not suf-
ficient for making the right decision [27].

2.1.2  Violations

Deliberate mistakes, e.g. deviations from SOP with the purpose 1) to shorten the chemical analytical process, and 
2) to improve it, where the possible harm is ignored, are the SOP routine and reasoned violations, respectively.
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A reckless violation may be the result of a state of mind in which an analyst acts without caring about the 
consequences.

A malicious violation, including sabotage, is also possible as a result of a conflict between an analyst and 
the laboratory manager [28, 29].

2.2  Omission errors

Errors of omission (lapses and slips) are inactions contributing to a deviation from the intended path or 
outcome [5]. For example, such an error occurs when a column from a previous chemical analysis is forgotten 
in the chromatograph and not replaced by the column required in SOP.

2.2.1  Lapses

A lapse is an occurrence in which an analyst fails to act as required for a brief time, because of the absence of 
attention. Lapses are associated with the analyst’s memory (lapses of memory, “senior moments” [30], etc.) 
and are generally not observable. For example: chromatographic vials for samples labeled as required, but 
filled inexplicably in an order contradictory to the labels.

2.2.2  Slips

Slips are associated with the execution phase of cognition. They are observable actions that are not in accord-
ance with a plan. For example, an analyst is interrupted by a colleague while preparing a calibration solution 
in a volumetric flask, forgets that 1 mL of the certified reference material required by SOP has already been 
added into the flask, and adds another 1 mL.

2.3  Mapping human errors

Mapping human errors, as potential hazards which may occur at every step of chemical analysis, is necessary 
for quality risk management. Such a map is shown in Fig. 1. Kinds of commission errors – mistakes and viola-
tions – are listed and marked by brackets in the left part of Fig. 1. Omission errors are in the right part of the 
figure. Pointers show links between human errors and steps of the chemical analysis. There are, for example, 
the following main steps: 1) choice of the chemical analytical method and corresponding SOP, 2) sampling, 
3) analysis of a test portion, and 4) calculation of test results and reporting. However, after sampling in many 
chemical analytical methods, sample preparation is required, including freezing, milling, and/or decomposi-
tion. The chemical analysis may start from an analyte extraction from a test portion, and separation of the 
analyte from other components of the extract. The analyte identification and confirmation are important in 
some cases. Then only calibration of the measuring system and quantification of the analyte concentration 
are relevant. On the other hand, choosing an analytical method and SOP may not occur in a laboratory where 
only one method and corresponding SOP are applied for a specific task. Many chemical analytical laborato-
ries are not responsible for sampling, etc.

In general, the kind of human error k  =  1, 2, …, K, and the step of the chemical analytical measurement/
testing process m  =  1, 2, …, M, in which the error may happen (location of the error), form the event scenario 
i  =  1, 2, …, I. Different scenarios at the same location are shown in Fig. 1 as a net. There are a maximum 
I  =  K  ×  M scenarios of human errors on the map. As K  =  9 in this Guide, I  =  9M.

Examples of mapping human errors in pH measurement of groundwater, multi-residue pesticide anal-
ysis of fruits and vegetables, and ICP-MS analysis of geological samples are provided in Annex A. A part 
of the error scenarios adduced in this annex may seem trivial for professionals in pH-metry, food analysis, 
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and/or chemical analysis in geology. However, the fact is that people make trivial errors in their day-to-day 
life.

3  Modeling human errors

3.1  Approach

Historically, the first approach to human error modeling was the person approach. It was focused on unsafe 
acts of an analyst (a “bad apple” in the laboratory staff) arising from his/her forgetfulness, inattention, 
poor motivation, carelessness, negligence, and recklessness. Reducing unwanted variability in the analyst’s 
behavior includes disciplinary measures; naming, blaming and shaming; more rules; and more automation. 
The bad apple model is simple and easy to implement. However, it leads to conflicts in a laboratory and, 
finally, is not effective [3, 31]. The person approach is not used in this Guide.

The assumption of the later system approach is that analysts do not come to their laboratory to make 
errors. As no one can change human nature, error countermeasures in this approach are based on the labora-
tory quality system defense. The model, named “Swiss cheese”, is widely applied in the system approach [1, 
32] and is implemented in this Guide.

3.2  Swiss cheese model

A quality system in a chemical analytical laboratory should prevent, block, or impede errors of analysts. The 
system includes the following main defensive components/layers: 1) validation of the chemical analytical 
method and SOP formulation; 2) training analysts and proficiency testing; 3) quality control with monitor-
ing Shewhart charts of results of reference material analysis, internal and external inspections, etc.; and 4) 
supervision. Other components are also possible. In general, there are j  =  1, 2, …, J such quality system com-
ponents/layers as shown in Fig. 2.

None of these layers alone can prevent all human errors. Each system layer is imagined in this model as 
a slice of Swiss cheese in Fig. 2. The holes in the layers, like in the cheese slices, are the layer’s weak points, 
not blocking human errors. Unlike in the cheese, these holes can be opened, shut and shifted depending on 
analyte, matrix, analyst, and other conditions. The presence of holes in a layer will not lead to system failure, 

Kinds k of
error

Kinds k of
error (cont.)

Steps m of the
analysis

1. Knowledge-based

Mistakes

1

2 8. Lapses

9. Slips...

M

Violations C
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m
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si
on

O
m
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si

on

2. Rule-based

3. Skill-based

4. Routine

5. Reasoned

7. Malicious

6. Reckless

Fig. 1: A map of human errors in chemical analytical process. Kinds of mistakes and violations are marked by brackets. Pointers 
show links of errors to steps of the analytical process. Nets indicate error scenarios. Adapted from Ref. [4].
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as a rule, since other layers are able to prevent a bad outcome. That is shown in Fig. 2 as the pointers blocked 
by the layers. In order for an incident to occur and an atypical test result to appear, the holes in the layers 
must line up at the same time to permit a trajectory of incident opportunity to pass the system (through its 
defect), as depicted in Fig. 2 by the longest pointer.

Examples of modeling human errors are available in Annex A.

4  Quantification of human errors
A technique for the quantification of human errors in chemical analysis using expert judgments was formu-
lated based on the Swiss cheese model and the house-of-security approach [33]. This approach, developed 
originally in the field of security and safety, combined the house-of-quality matrix transformation of cus-
tomer requirements into quality design by generic quality function deployment, and some ideas of failure 
mode and effect analysis [34].

4.1  Swiss cheese in house-of-security

The house-of-security with the Swiss cheese for quantification of human errors in chemical analysis consists 
of the following elements illustrated in Fig. 2:
1) list of human error scenarios i  =  1, 2, …, I – at the left wall of the house;
2) expert judgments on likelihood pi of scenarios i  =  1, 2, …, I and their severity (loss of quality of chemical 

analytical results) li – at the right wall of the house;
3) list of quality system components j  =  1, 2, …, J considered as protective layers of the system – at the 

ceiling of the house;
4) interrelationship matrix of expert judgments about reduction rij of likelihood and severity of error sce-

nario i as the result of interaction between the error and protective layer j – the main content of the house;
5) synergy ( )i

jj∆ ′  of two quality system components j and j′ (j′ ≠ j) in blocking human error by scenario i – at 
the house roof;

1

5. Synergy
between system components

3. Quality system components j

4. Interrelationship
matrix rij

(I×J entries)

2. Likelihood
and severity
of scenarios i

6. Scores of effectiveness
of the quality system

Atypical test
result

1 2 J

r11 r12 r1J

r21 r22 r2J

rIJ

...

...

...

... ...
2

1. Human
error

scenarios i

I

...

Fig. 2: A laboratory quality system against human errors in the house of security. Human error scenarios are indicated by point-
ers i  =  1, 2, …, I. Quality system components/layers are shown as the Swiss cheese slices j  =  1, 2, …, J. Estimates of reduction 
rij of likelihood and severity of error scenario i, as the result of interaction between the error and layer j, form here the interrela-
tionship matrix. Adapted from Ref. [33].
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6) scores of effectiveness jq
∗  of quality system component j, scores of effectiveness mq

∗�  of quality system at 
step m of the chemical analysis, and scores of effectiveness E* of the quality system in whole in decreas-
ing likelihood and severity of human errors – at the house floor.

4.2  Elicitation scale

The elicitation process of expert judgments [35, 36] on the likelihood of human error scenarios and other 
topics requires a scale able to transform the semi-intuitive personal knowledge and experience of the expert 
into discrete quantities. For example, the geometrical scale with three values (1, 3, 9) was used originally in 
the house-of-security approach [34] in order to emphasize the dramatic character of expert judgments for the 
security system of an organization. However, this scale may not be informative enough. On the other hand, 
when the scale from 1 to 9 is more detailed, the choice on the scale may be hampered. For example, at the 
arithmetic scale of nine values (1, 2, …, 9), the probability that an expert will choose the first value of the 
scale is about 30 %, while the probability of the choice of the last scale value is  < 5 %, according to Bernford’s 
law, applied in forensic fraud detection [37].

As such a scale is intended in the house-of-security approach for the separation of important events 
from the less important, the scale division should be clearly visible, i.e. the number of scale values should 
be limited. Therefore, the mentioned geometrical scale (1, 3, 9) was extended by 0 only for an unfeasible 
scenario, and the known scale of four values (0, 1, 3, 9) [38] was considered to be the optimal solution for a 
chemical analytical task.

4.3  Likelihood and severity

An expert in the chemical analytical method may estimate the likelihood pi of error scenario i by the scale (0, 
1, 3, 9): likelihood of an unfeasible scenario as pi  =  0, weak likelihood as pi  =  1, medium as pi  =  3, and strong 
(maximal) likelihood as pi  =  9.

For the characterization of human errors in an analytical method as a whole, the likelihood score P* 
(expressed in %), equal to the averaged and normalized likelihood value, is used:

 
∗

=
= ∑ 1

(100 %/9) / .I

ii
P p I

 
(1)

The P* value can be interpreted as a kind of “intuitive” or “subjective” (mean) error probability [19] of human 
error by any scenario in measurement or testing by the chemical analytical method. For example, P*  =  10 % 
means that human error may happen (on average) in one of 10 measurements by this method.

Severity of scenario i is estimated as expected loss li of quality of the test results, when the error by this 
scenario is not blocked. The same expert may estimate severity using the same scale: no severity as li  =  0, light 
severity as li  =  1, medium as li  =  3, and high (maximal) severity as li  =  9.

For the characterization of human error severity in the chemical analytical method overall, the following 
score L* (%), equal to the averaged and normalized severity value is used:

 
∗

=
= ∑ 1

(100 %/9) / .I

ii
L l I

 
(2)

For example, L*  =  50 % can be interpreted as the severity occurring when half of measurement results bur-
dened with human errors cannot be corrected and the measurements should be repeated.

4.4  Interrelationship matrix

To characterize the quality system in detail, one should estimate the possible reduction rij of likelihood and 
severity of scenario i as a result of the error blocking by quality system layer j (degree of their interaction). 



I. Kuselman and F. Pennecchi: IUPAC/CITAC guide      487

Such estimation is again the task of the expert in the chemical analytical method. The judgments about the 
interaction between an error by scenario i and layer j can be formulated using four ensuing degrees: no inter-
action as rij  =  0, low as rij  =  1, medium as rij  =  3, and high (maximal) interaction as rij  =  9. The rij values form the 
interrelationship matrix with i  =  1, 2, …, I rows, and j  =  1, 2, …, J columns. An empty row i of the matrix (rij  =  0 
for any j) means that the quality system is unable to prevent scenario i; an empty column j (rij  =  0 for any i) 
indicates the uselessness of layer j.

Three dimensions are used in Fig. 2 to show how an error scenario may fall into a weak point of a quality 
system component (a hole of a cheese slice): two dimensions for the slices and another dimension for the 
error scenario pointers, perpendicular to the slices. However, the error scenario numbers have only one 
dimension i, and the slice numbers have also one dimension j. Therefore, the interrelationship matrix of rij 
values is two-dimensional. The total number of the matrix entries is I  ×  J.

4.5  Synergy of the quality system components

Blocking human error according to scenario i by a quality system component j can be more effective in the 
presence of another component j′ (j′ ≠ j) because of their synergy ( )i

jj∆ ′. For example, such component j is 
the training of analysts for the correct performance of a measurement and for avoiding the routine method 
violation in scenario i (with the purpose of shortening the measurement process and decreasing the neces-
sary time). The training is more effective when the analytical method is validated and the SOP is already 
formulated, i.e. in the presence of the component j′. In this case the synergy is ( ) 1.i

jj∆ ′ = +  When the synergy is 
absent, ( ) 0.i

jj∆ ′ =  Theoretically, the synergy can also be negative and ( ) 1i
jj∆ ′ = −  is possible. However, quality 

systems in chemical analytical laboratories do not contain, as a rule, antagonistic components.
The synergy of component j with the rest of the components of the quality system in blocking human 

error scenario i in whole can be characterized by the following factor:

 
( ) /(1 1 .)J i

ij jjj j
s J∆

′ ′≠
= + −∑

 
(3)

The synergy factor value is 1   ≤   sij   ≤   2 when antagonistic components are absent and J  ≥  2.
Taking into account the synergy factor, the interrelationship matrix is to be transformed, replacing rij by 

= j iij i jr r s�  in every cell ij of the matrix.

4.6  Effectiveness

Effectiveness of quality system component j in decreasing likelihood and severity of human errors is evalu-
ated as

 1
.I

j i i ij iji
q p l r s

=
= ∑

 
(4)

A score jq
∗  of effectiveness of component j relative to other components of the quality system, i.e. priority 

or importance of component j, expressed in %, is:

 1
(100 %) / .J

j j jj
q q q∗

=
= ∑

 
(5)

Calculation of the score values jq
∗  allows the evaluation of the quality system components for all steps of the 

chemical analysis together. However, an analyst may be interested to know which step m is less protected 
from errors, with the intent to improve it. A score mq

∗� (%) of the quality system effectiveness at step m of the 
chemical analysis was developed for this purpose [39]:

 
( 1)

1 1
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(6)
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and i′  =  m + M(k – 1) are the scenario numbers related to the same error location (step m) for all kinds of error 
k  =  1, 2, …, K. For example, for m  =  1, M  =  6 and K  =  9, there are i′  =  1, 7, …, 49.

A score E* of effectiveness of the quality system in whole can be calculated as relative to an ideal (virtual/
imagined) quality system tending to zero defects. This system has the maximal degree of interaction, rij  =  9, of 
every human error by scenario i and every system component/layer or slice of the Swiss cheese, j. Thus, the 
effectiveness score, expressed in %, is:

 1 1 1
( ) / .100 %/9 J J I

j i i ijj j i
E q p l s∗

= = =
= ∑ ∑ ∑

 
(7)

Examples of the quantification are available in Annex A.

5  Risk evaluation of human errors

5.1  Risk reduction

As the risk of human error is a combination of the likelihood and severity of that error, their reduction ijr�  is the 
risk reduction. The ijr�  value can be normalized by dividing its multipliers rij and sij by their maximal values, 
9 and 2, respectively. Averaging the normalized risk reduction values for the interrelationship matrix over all 
the error scenarios and quality system components leads to score r* characterizing the (mean) risk reduction 
by the laboratory quality system, expressed in %:

 1 1
(100 %/18 ) .J I

ijj i
r I rJ∗

= =
= ∑ ∑ �

 
(8)

5.2  Residual risk and its consequences

A score of residual risk of human errors R* (%), which are not prevented/blocked or reduced/mitigated by the 
quality system, is:

 100 % .R r∗ ∗= −  (9)

The fraction of the quality fHE of the analytical results which may be lost due to residual risk of human errors, 
expressed in %, is:

 HE ( /100 %)( /100 .%)P Lf R∗ ∗ ∗=  (10)

When an ideal laboratory quality system is able to prevent or block human errors completely, one has R*  =  0 % 
and fHE  =  0 %: there is no loss of quality, the quality system effectiveness score is E*  =  100 %. If a quality 
system is not effective at all or absent, E*  =  0 %, as 0ijr =�  for all i and j. Then R*  =  100 % and fHE  =  (P*/100 %)L*. 
The extreme case of a complete loss of quality is theoretically possible when, in absence of a quality system 
(R*  =  100 %), scores P* and L* reach also 100 %, i.e. human errors are inevitable and destructive. Thus, 
fHE  =  100 % as well.

In practice, 0 %  <  fHE  <  100 %, and the residual risk of human errors can be interpreted as a source of 
measurement uncertainty when a human being is involved in the measurement process and this human 
interaction with the measuring system is taken into account. Such interpretation is discussed in Annex B. 
Examples of the calculation of the risks, their consequences for quality of analytical results, and correspond-
ing contributions to uncertainty budget are available in Annex A.
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6  Limitations

6.1  Variability

Any expert is also a human being and the elicitation process (by which the expert is prompted to provide 
error likelihood, severity, and other estimates) is influenced by aleatory and epistemic uncertainty [40], 
intrapersonal conflicts [41], etc. Therefore, the evaluation of variability of the error quantification scores and 
relative risks due to the inherent expert’s hesitancy is important also.

The expert may feel a natural doubt choosing one of close values from the proposed scale: 0 or 1? 1 or 
3? 3 or 9? One change of an expert judgment, for example, on the likelihood of scenario i from pi  =  0 to pi  =  1 
and vice versa (pi  =  0 ↔ 1) leads to a 0.2 % change (shift) of the likelihood score P* according to formula (1) 
at I  =  54 scenarios, as in Annex A, Example 2. The change of the expert judgment pi  =  1 ↔ 3 results in a 0.4 % 
shift of the P* value. The maximum correction of the likelihood score P* for I  =  54 scenarios caused by one 
change pi  =  3 ↔ 9 is 1.2 %.

The influence of a judgment change on the score value increases with decreasing I [39]. Thus, for I  =  36 
scenarios, as in Annex A, Examples 1 and 3, changing pi  =  3 ↔ 9 leads to a 1.9 % shift in the P* value. The 
same is true for severity score L*. However, the evaluation of the variability of other scores, depending simul-
taneously on more than one expert judgment for the same scenario i, is more complicated.

A detailed analysis of the score variability, as well as the variability of the corresponding loss of quality 
fHE, based on Monte Carlo simulations, is presented in Annex C.

6.2  Specificity

The score values and the residual risk of human errors are specific for the chemical analytical measurement/
test method and for the laboratory conditions, i.e. they may be different in different laboratories active in the 
same field and using the same method. On the other hand, it is impossible to expect an equal risk of human 
errors in measurement or testing using different methods, even in the same laboratory.

Changes in the laboratory environment, as well as in any quality system component or staff, require a re-
evaluation of the quality of the analytical results, which may be lost due to residual risk of human errors fHE.

The re-evaluation may indicate either an fHE increase (e.g. due to the retirement of an experienced super-
visor) or its decrease (e.g. due to the acquisition of a new, more accurate and more automated measuring 
system) [42].

6.3  Latent errors

Errors due to poor laboratory design, a defect in the equipment, or an unsuccessful management decision, 
not depending on the sampling inspector and/or the analyst/operator, are defined in ISO/TS 22367 [15], 
clause 3.5, as “latent errors”. Latent errors are not considered in this Guide.

6.4  Positive human factors

In non-routine chemical analysis (scientific research, development of new chemical analytical methods and 
instruments, etc.) human errors are also possible. At the same time, the most successful way of solving problems 
arising in such analysis is human as well. The knowledge and experience of analytical chemists, their activity, 
creativity, and other abilities, are the positive human factors that can help to overcome the problems [43].

Neither human errors in non-routine chemical analysis, nor positive human factors are discussed in this 
Guide.
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7  Implementation remarks
Classification, modeling, and quantification of human errors in a routine laboratory show the ways to 
increase the quality system effectiveness and subsequently reduce the risk of these errors in the laboratory.

In particular, the results of the human error study would be useful for validating the analytical method 
and formulation of the SOP, as well as for training (how to avoid the errors), and for supervision. The map of 
possible human error scenarios, included in the validation report, may be useful also as a checklist for the 
prior assessment of an analyst before assigning the task, etc.

Annex A. Examples
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 A-3-2-3 Skill-based mistakes
 A-3-2-4 Routine violations



I. Kuselman and F. Pennecchi: IUPAC/CITAC guide      491

 A-3-2-5 Reasoned violations
 A-3-2-6 Reckless violations
 A-3-2-7 Malicious violations
 A-3-2-8 Lapses
 A-3-2-9 Slips

A-3-3 Elicited data and error quantification scores
A-3-4 Residual risk and measurement uncertainty

Example 1. Human errors in pH measurements of groundwater

A-1-1 Introduction and main steps of the pH measurements

There is a wide spectrum of methods available using different measuring equipment, from pH indicator strips 
and routine pH meters with thermo-compensation to multifunctional instruments (allowing measurements 
of pH together with some other water properties without probe changes) and pH opto-sensing flow injec-
tion analysis. In any pH measurement, human error may influence the quality of the measurement results. 
However, first of all, this is important for such an object as groundwater [33]. The problem is that pH of 
groundwater is influenced by the partial pressure of dissolved carbon dioxide, which is much larger than the 
atmospheric one. CO2 degassing continues during the measurement process due to the water stirring. There-
fore, time is necessary (about 10 min in a case study [44]) for obtaining the stable response of a measuring 
instrument when the drift of the response does not exceed 0.02 pH unit in 1 min.

Thus, the step m  =  1 in pH-metry is the choice of the method with corresponding equipment and SOP. 
The step m  =  2 is the sampling of groundwater. Then there is the proper pH measurement, step m  =  3. The last 
step, m  =  M  =  4, is the calculation of the test results and reporting.

A-1-2 The map of human error scenarios

A total of I  =  9M  =  36 scenarios of human error in pH measurement of groundwater are discussed below, 
based on the optimistic assumption that an analyst knows what the quantity pH is.

A-1-2-1 Knowledge-based mistakes, k  =  1

Scenario i  =  1 in choice of the method, m  =  1. Knowledge-based mistakes may happen when an analyst does 
not have enough knowledge about the methods and instruments and cannot choose them correctly.

Scenario i  =  2 in sampling, m  =  2. This kind of error may occur when an analyst (in the role of sampling 
inspector) does not have the necessary knowledge regarding the criticality of using a suitably cleaned con-
tainer for sampling and does not take into account that this container may be contaminated by acidic or basic 
substances.

Scenario i  =  3 in measurement, m  =  3. A knowledge-based mistake in the pH measurement happens when 
an analyst does not have relevant knowledge about the electrode calibration. Such an analyst may not know 
that the calibration results are not universal concerning the measurement range and other conditions. Thus, 
the calibration can be performed in a different range than required, at a different temperature, etc.

Scenario i  =  4 in calculation and reporting, m  =  4. Such a mistake in the last step of the measurement 
process may happen as a result of a lack of knowledge of statistics (e.g. averaging of regular and outlier 
results, incorrect rounding of significant figures, etc.).
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A-1-2-2 Rule-based mistakes, k  =  2

Scenario i  =  5 in choice of the method, m  =  1. It may be the simplest, very likely choice of the pH measurement 
method and SOP which has “always” been used in the laboratory.

Scenario i  =  6 in sampling, m  =  2. A rule-based mistake of an analyst, who interferes with sampling water 
for elemental analysis, is the addition of nitric acid to a sample for pH measurement.

Scenario i  =  7 in pH measurement, m  =  3. This kind of mistake may occur when an electrode, used earlier 
for pH measurement in another media, is used for current measurements of pH in groundwater without nec-
essary preparation (cleaning, etc.).

Scenario i  =  8 in calculation and reporting, m  =  4. A rule-based mistake may happen when the data from 
yesterday’s measurements, remaining in the worksheet, are reported instead of the current measurement 
results which have not yet been recorded in the file.

A-1-2-3 Skill-based mistakes, k  =  3

Scenario i  =  9 in choice of the method, m  =  1. A possible consequence of overconfidence is the erroneous 
choice of a method and SOP developed for another subject, e.g. surface water. The chosen method and SOP 
may set inadequate time for stirring the test portion and pH measurement. In this way a criterion for decision, 
the time when the measurement process can be stopped (e.g. when a difference between replicate results 
does not exceed 0.02 pH units), may not be taken into account or be set incorrectly.

Scenario i  =  10 in sampling, m  =  2. A skill-based mistake is possible when a previous experience with 
sampling surface water, for example, is not applicable. In particular, sample temperature is, practically, not 
important for surface water sampling for pH, whereas it influences the CO2 concentration in a groundwater 
sample.

Scenario i  =  11 in pH measurement, m  =  3. This kind of mistake may occur when an analyst measures pH 
after 1–2 min according to his previous experience, whereas about 10 min are necessary for groundwater, in 
order that the difference between replicate results does not exceed 0.02 pH units.

Scenario i  =  12 in calculation and reporting, m  =  4. A skill-based mistake may lead to reporting a meas-
urement result when the drift of the measuring instrument used has not been checked, as it is not usually 
present.

A-1-2-4 Routine violations, k  =  4

Scenario i  =  13 in choice of the method, m  =  1. A routine violation may happen when an analyst wishes to 
shorten the pH measurement process, in spite of the understandable risk of erroneous results by the chosen 
method.

Scenario i  =  14 in sampling, m  =  2. The violation is possible when an analyst does not rinse the container 
by the sampled water in order to shorten the sampling time.

Scenario i  =  15 in pH measurement, m  =  3. A similar error may occur when an analyst shortens the meas-
urement process and stops it, in spite of the response drift.

Another possibility is when an analyst decreases the number of replicates, in spite of the SOP requirement.
Scenario i  =  16 in calculation and reporting, m  =  4. A routine violation may occur when not all data are 

taken into account, especially outliers. In such a case the measurement time is shortened, since an outlier 
investigation is neglected.

A-1-2-5 Reasoned violations, k  =  5

Scenario i  =  17 in choice of the method, m  =  1. A reasoned violation with the purpose of improving the pH 
measurement results may lead to an incorrect choice of the measurement method and SOP.
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Scenario i  =  18 in sampling, m  =  2. An error may occur when an analyst changes the conditions of the 
container filling required by SOP (influencing the sample degassing) with the purpose of improving the sam-
pling process.

Scenario i  =  19 in pH measurement, m  =  3. A reasoned violation may happen when an analyst increases 
stirring of a test portion required by SOP with the purpose to improve the instrument response. This increas-
ing may provoke turbulence of the test portion.

Scenario i  =  20 in calculation and reporting, m  =  4. The same kind of violation is neglecting outliers with 
the purpose to improve reporting.

A-1-2-6 Reckless violations, k  =  6

Scenario i  =  21 in choice of the method, m  =  1. An error related to reckless violation may lead to disregarding 
the specificity of the analyzed object (CO2 presence in groundwater) and to an incorrect choice of the method 
and SOP.

Scenario i  =  22 in sampling, m  =  2. A reckless violation may lead to sampling a lower volume than neces-
sary for cleaning the electrode and other equipment and for replicate measurements according to SOP.

Scenario i  =  23 in pH measurement, m  =  3. A reckless violation is use of an electrode unprepared for the 
pH measurement, as required by SOP.

Scenario i  =  24 in calculation and reporting, m  =  4. That may be the reckless use of not relevant data or a 
report form.

A-1-2-7 Malicious violations, k  =  7

Scenario i  =  25 in choice of the method, m  =  1. A malicious violation may occur as a deliberate choice of a 
method and SOP, contrary to the requirements of the laboratory manager.

Scenario i  =  26 in sampling, m  =  2. Sampling from another water source than the required one is a mali-
cious violation.

Scenario i  =  27 in pH measurement, m  =  3. The measurement of the pH of another sample than the 
required one is also a violation.

Scenario i  =  28 in calculation and reporting, m  =  4. A malicious violation may be a report on another 
measurement/testing than the required one.

A-1-2-8 Lapses, k  =  8

Scenario i  =  29 in choice of the method, m  =  1. A lapse on the step of choosing a method and SOP is infeasible. 
Therefore, this scenario is treated further with likelihood p29  =  0.

Scenario i  =  30 in sampling, m  =  2. The error may happen, for example, when an analyst does not use the 
designated container.

Scenario i  =  31 in pH measurement, m  =  3. A lapse may occur when an analyst forgets to check the meas-
uring instrument with a reference solution before the pH measurement.

Scenario i  =  32 in calculation and reporting, m  =  4. Incorrect introduction of the data into the file may be 
caused by a lapse.

A-1-2-9 Slips, k  =  9

Scenario i  =  33 in choice of the method, m  =  1. This scenario is infeasible as scenario i  =  29. Thus, likelihood 
p33  =  0 also.
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Scenario i  =  34 in sampling, m  =  2. A sample may be spilled by a slip.
Scenario i  =  35 in pH measurement, m  =  3. A slip occurs when an analyst forgets to clean the electrode 

after previous measurements or allows it to dry out rather than leaving it in the solution recommended by the 
electrode producer.

Scenario i  =  36 in calculation and reporting, m  =  4. A slip is possible when an analyst calculates and 
reports data obtained in previous (e.g. yesterday) measurements.

A-1-3 Elicited data and error quantification scores

The elicited data for the mapped 36 human error scenarios and the four components of quality system listed 
in clause 3.2 of this Guide, including the interrelationship matrix with 36  ×  4  =  144 entries, are presented in 
Table 1.

Table 1: The elicited expert judgments on human errors in pH measurements of groundwater.

Scenario i   Likelihood 
pi

  Severity li 
 
 

Degree of interaction rij 
 
 

Synergy factor sij

Quality system layer j Quality system layer j

1  2  3  4 1  2  3  4

1   3  9  0  9  0  9  1.67  1.33  1.33  1
2   3  3  1  9  3  9  1.67  1.33  1.33  1
3   3  3  9  9  9  9  1.67  1.33  1.33  1
4   1  3  9  9  9  9  1.67  1.33  1.33  1
5   9  9  0  9  0  9  1.67  1.33  1.33  1
6   3  3  1  9  3  9  1.67  1.33  1.33  1
7   3  3  9  9  9  9  1.67  1.33  1.33  1
8   1  3  9  9  9  9  1.67  1.33  1.33  1
9   9  9  0  9  0  9  1.67  1.33  1.33  1
10   3  3  1  9  3  9  1.67  1.33  1.33  1
11   3  3  9  9  9  9  1.67  1.33  1.33  1
12   1  3  9  9  9  9  1.67  1.33  1.33  1
13   1  9  0  9  0  9  1.67  1.33  1.33  1
14   3  3  1  9  3  9  1.67  1.33  1.33  1
15   9  9  9  9  9  9  1.67  1.33  1.33  1
16   1  3  3  9  9  9  1.67  1.33  1.33  1
17   1  9  0  9  0  9  1.67  1.33  1.33  1
18   1  3  1  9  3  9  1.67  1.33  1.33  1
19   3  9  3  9  3  9  1.67  1.33  1.33  1
20   1  3  3  9  9  9  1.67  1.33  1.33  1
21   1  9  0  9  0  9  1.67  1.33  1.33  1
22   1  3  1  9  3  9  1.67  1.33  1.33  1
23   3  9  3  9  3  9  1.67  1.33  1.33  1
24   1  3  3  9  9  9  1.67  1.33  1.33  1
25   1  9  0  3  0  9  1  1  1  1
26   1  9  0  3  3  9  1  1  1  1
27   1  9  0  3  3  9  1  1  1  1
28   1  9  0  3  9  9  1  1  1  1
29   0  9  0  3  3  9  1  1  1  1
30   3  9  0  3  3  9  1  1  1  1
31   3  3  0  3  3  9  1  1  1  1
32   1  3  0  3  9  9  1  1  1  1
33   0  9  0  1  3  9  1  1  1  1
34   1  9  0  1  3  9  1  1  1  1
35   3  9  0  1  3  9  1  1  1  1
36   1  3  0  1  9  9  1  1  1  1
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The synergy of the validation of the measurement method and SOP formulation as component j  =  1 of the 
quality system, and training of analysts as component j′  =  2 of this system, is ( )

12 1i∆ = +  for any i  =  1–24. The 
same is for validation and quality control, j′  =  3: ( )

13 1i∆ = +  for any i  =  1–24. A synergy in the cases of malicious 
violations and omission errors (lapses and slips) is unreliable, i.e. ( ) 0i

jj∆ ′ =  for any i  =  25–36 and any j′ ≠ j, both 
are from 1 to 4. The supervision (j  =  4) synergy with other quality system components is also absent here, 

( )
4 0i
j∆ ′ =  for any i  =  1–36 and any j′  =  1–3. The synergy factor sij values calculated by formula (3) are presented 

in Table 1 as well.
The likelihood score calculated by formula (1) is P*  =  26 %. The human error severity in this method, eval-

uated by formula (2), is L*  =  67 %. Note, here the obtained values of P* and L* differ slightly from the 27 % and 
65 %, respectively, published for the same pH measurements in Ref. [33]. A similar difference is also seen in 
other score values. The reason is that the unfeasible scenarios (i  =  29 and i  =  33) were not taken into account 
in Ref. [33] and the total number of scenarios was limited by I  =  34.

The values of score jq
∗  of effectiveness of the quality system components j  =  1–4 calculated by formulas 

(4) and (5) are 1 14 %,q∗ =  2 37 %,q∗ =  3 15 %q∗ =  and 4 33 %.q∗ =  Thus, the most effective here is training of 
analysts, while the least effective is validation of the measurement method and SOP formulation.

Effectiveness scores mq
∗�  of the quality system at different steps m  =  1–4 of the pH measurements, calcu-

lated by formulas (6) are 1 31 %,q∗ =�  2 12 %,q∗ =�  3 50 %q∗ =�  and 4 7 %.q∗ =�  From these score values one can 
understand that the quality system is the most effective at the step of proper measurements and the least 
effective at the step of calculation and reporting of the measurement results. The score of effectiveness of the 
quality system in whole, calculated by formula (7), is E*  =  59 %.

A-1-4 Residual risk and measurement uncertainty

The score of residual risk of human errors by formulas (8) and (9) is R*  =  62 %. The percentage of the quality 
of the measurement/test results which may be lost due to residual risk of human errors is fHE  =  10.8 % by 
formula (10).

The standard measurement uncertainty reported for test item preparation in proficiency testing of pH 
measurement of groundwater [44] was u  =  0.10 (pH units). The contribution to the uncertainty budget caused 
by residual risk of human errors by formula (14), Annex B, is uHE  =  0.05. Thus, uHE is not negligible and not the 
dominant contribution in the uncertainty budget. The resulting uncertainty value by formula (13), Annex B, 
is ures  =  0.11.

 Example 2. Human errors in multi-residue pesticide analysis of 
fruits and vegetables

A-2-1 Introduction and main steps of the analysis

Investigation of atypical results of pesticide residue analysis in fruits and vegetables, in particular out-of-
specification results exceeding maximum residue limits (MRL), based on metrological concepts showed 
that only a minor part of these results can be defined as metrologically-related, i.e. caused by measurement 
problems. The newest applications of chromatography and mass spectrometry using detailed libraries of 
mass spectra of pesticides, their metabolites and derivatives, cannot exclude human errors in the analysis. 
Moreover, human errors are the greatest source of failures in pesticide identification and confirmation, even 
if performed by the most diligent and intelligent analysts. Theoretical calculations of probabilities of false 
positive and false negative results of pesticide identification in real samples, based on the chemical structure 
of analytes and measurement uncertainty, are practically unacceptable, as they do not take into account 
mislabeling, contamination of a sample, inappropriate spikes, etc.
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There are M  =  6 main steps m  =  1, 2, …, 6 of the analysis: 1) sampling, 2) sample processing, 3) sample 
preparation, further named “extraction”, 4) identification and confirmation of pesticides, further “identifi-
cation”, 5) measurement of their amount in the extract, further “quantification”, and 6) calculation of the 
pesticide concentrations in the analyzed sample and reporting, further “reporting”.

Sampling is conducted by certified inspectors for official control according to the CODEX guidelines 
directly from the field, packing houses, and logistics centers before sending the product to the market. Labo-
ratory (Lab) samples of different fruits and vegetables (1 kg usually) undergo the same general procedure at 
the Lab, starting from processing, i.e. homogenization/blending.

Sample preparation for gas chromatography (GC) is performed by the Mini-Luke method based on extrac-
tion of analytes with acetone from a test portion of 15 g taken from the homogenized laboratory sample. For 
liquid chromatography (LC) the QuEChERS method of sample preparation is used, employing extraction with 
acetonitrile from 10 g test portions.

The extracts are analyzed by GC system with mass spectrometer (MS). Electron ionization is applied in 
the MS in full scan mode. Two other GC systems, equipped with flame photometric (FPD) and halogen selec-
tive (XSD) detectors, respectively, are used to verify the results obtained by GC/MS screening, and also to 
detect those analytes that exhibit a better response to either XSD or FPD than can be achieved with MS in full 
scan mode. LC-amenable pesticides are determined by combining an ultra-performance LC system with an 
advanced tandem quadrupole MS system, operated in multiple reaction monitoring mode with electrospray 
ionization [39].

A-2-2 The map of human error scenarios

A total of I  =  9M  =  54 scenarios of human errors in multi-residue pesticide analysis of fruits and vegetables 
are discussed below.

A-2-2-1 Knowledge-based mistakes, k  =  1

Scenario i  =  1 in sampling, m  =  1. For example, in sampling grapes the mistake is when an inspector picks 
grapes from an outer part of a bush, which is usually sprayed by pesticides much more than the internal part 
of the bush.

Scenario i  =  2 in sample processing, m  =  2. Grinding fresh grapes is a knowledge-based mistake, 
since this leads to an inhomogeneous mixture of the grape rinds and pulp, which have different con-
centrations of pesticide residues. Therefore, the correct processing requires freezing the sample before 
grinding.

Scenario i  =  3 in extraction, m  =  3. An attempt to extract analytes with any solvent without wetting a 
dry sample (e.g. of tea or rice) is a knowledge-based mistake: water wets the surface of sample particles and 
allows transportation of pesticide residues, their metabolites, and derivatives from the particles to the solvent 
phase.

Scenario i  =  4 in identification, m  =  4. The mistake may occur when the analyte mass spectrum is com-
pared with an inadequate standard spectrum from a database library. For example, this happened when a 
mass spectrum of a product of diuron degradation was compared with the spectrum of an iprodione degrada-
tion product.

Scenario i  =  5 in quantification, m  =  5. Lack of relevant knowledge about a matrix effect, able to change 
the response of the measuring system, may lead to a mistake in quantification. For example, this effect was 
described in GC/FPD determination of methamidophos in tomato and thyme matrices.

Scenario i  =  6 in reporting, m  =  6. Reporting may be mistaken because of a deficiency of knowledge of the 
residue definitions. For example, according to CODEX sum of fenthion, its oxygen analog and their sulfox-
ides and sulfones, should be expressed as fenthion (fat-soluble). Therefore, it is a mistake when any of the 
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following six residues is reported individually: fenthion, fenthion sulfoxide, fenthion sulfone, fenthion oxon, 
fenthion oxon sulfone, and fenthion oxon sulfoxide.

A-2-2-2 Rule-based mistakes, k  =  2

Scenario i  =  7 in sampling, m  =  1. The mistake is possible when an inspector, having experience in control of 
plant illness, picks only damaged fruits for a routine sampling.

Scenario i  =  8 in sample processing, m  =  2. For example, to peel a banana (as we usually do in order to eat 
it) before grinding is a mistake, unless banana pulp is qualified.

Scenario i  =  9 in extraction, m  =  3. The mistake may happen when an analyst, routinely using 10 g of 
tomato test portion in a 50 mL test tube for extraction, tries to follow the same procedure for herbs. However, 
such a test portion is too large for extracting pesticide residues from herbs in the applied volume: the extrac-
tion cannot be completed.

Scenario i  =  10 in identification, m  =  4. An analyte may not be included in the local list of monitored 
pesticides (target analytes), as it happened with isofenphos-methyl, unauthorized in Europe, but detected 
in Germany in sweet peppers from Spain [39]. Attempts at identification of such an analyte using the local 
pesticide database may lead to a rule-based mistake.

Scenario i  =  11 in quantification, m  =  5. When a measuring system does not have a linear calibration curve 
with the necessary correlation coefficient for the analyte range of concentrations, the system switches auto-
matically to one-point calibration. If an analyst does not detect a problem and continues quantification, a 
mistake may occur.

Scenario i  =  12 in reporting, m  =  6. A mistake is possible when a mass of the test portion used for extrac-
tion is unusual (differs from 10 g for extraction with acetonitrile or 15 g for extraction with acetone) and that 
is not taken into account.

A-2-2-3 Skill-based mistakes, k  =  3

Scenario i  =  13 in sampling, m  =  1. A mistake may appear when an inspector, usually sampling 1 kg of fruits 
and/or vegetables, must take a sample of cabbages or watermelons, wherein not  < 5 units are required.

Scenario i  =  14 in sample processing, m  =  2. According to SOP a Lab blender (its internal thimble) used in 
sample processing is cleaned with water and acetone after completion of any task. Therefore, it is not neces-
sary to clean the blender before the next task. Straying from this rule may lead to a skill-based mistake. For 
example, once a blender had been rented by a neighboring laboratory for preparation of fly bait containing 
malathion, and was not cleaned thereafter as required. Subsequently, a significant malathion content was 
found in a sample of strawberry, grown using biopesticides and natural enemies of pests, analyzed in the Lab.

Scenario i  =  15 in extraction, m  =  3. Interaction of an analyte with natural components of the sample 
matrix may lead to incomplete analyte extraction. For example, when chlorothalonil is extracted from leek 
or garlic, the analyte binds to the sulfur derivative groups (present in the matrixes) and is trapped thereby, 
which may even cause a false negative result. This interference was observed especially with acetonitrile 
extraction by the QuEChERS method, while extraction with acetone by the Mini-Luke method overcame this 
skill-based mistake.

Scenario i  =  16 in identification, m  =  4. To decrease matrix effects in analysis of fresh fruits and vegeta-
bles one uses diluted solutions. For example, the matrix of tea depresses the methomyl analytical signal, 
and dilution of the extract with acetonitrile is useful. However, identification of methomyl in an excessively 
diluted solution may be difficult: a false negative result is likely here. Therefore, the dilution for compensa-
tion of the matrix effect should be balanced.

Scenario i  =  17 in quantification, m  =  5. Separation of a pesticide from another analyte may be unsuc-
cessful, and instead of the pesticide’s individual concentration, a sum of several analyte concentrations is 



498      I. Kuselman and F. Pennecchi: IUPAC/CITAC guide

obtained. For example, peaks of azinphos-methyl and phosmet were not separated in a LC/MS/MS run, which 
was only discovered in GC/FPD analysis of the same sample.

Scenario i  =  18 in reporting, m  =  6. A skill-based human error is possible when the analyte is written incor-
rectly in the report and read as another one. Such an error is understandable, as any report provides informa-
tion on a number of pesticides out of hundreds of substances permitted or forbidden for use in agriculture.

A-2-2-4 Routine violations, k  =  4

Scenario i  =  19 in sampling, m  =  1. An example of a routine violation is sampling from a corner of the field (or 
from only one packing-box) with the intention to shorten the sampling.

Scenario i  =  20 in sample processing, m  =  2. When a cutter is not cleaned of the previous sample, the 
processing time is shortened, but contamination is possible.

Scenario i  =  21 in extraction, m  =  3. Evaporation of solvents should be performed at (45 ± 5) °C. To shorten 
the evaporation time an analyst could increase the evaporation temperature. However, content of volatile 
analytes in the extract, e.g. dichlorvos, is decreased.

Scenario i  =  22 in identification, m  =  4. An analyst tries to shorten the identification time and uses 
GC/MS only, whereas the co-eluted analytes may not be separated. In such a case the identification result 
(without additional information by GC/FPD and/or GC/XSD) will be incorrect.

Scenario i  =  23 in quantification, m  =  5. Economy of the quantification time can be achieved when an 
analyst does not perform re-calibration of the measuring instrument and uses old calibration data. However, 
that may lead to biased quantification results.

Scenario i  =  24 in reporting, m  =  6. When a report is not checked in order to save time, a twist of the data 
during their transformation to the final file may not be noted and not corrected.

A-2-2-5 Reasoned violations, k  =  5

Scenario i  =  25 in sampling, m  =  1. An inspector may take a sample from the field treated with a pesticide 
earlier than prescribed after the treatment, with the purpose to obtain more accurate test results. However, 
the violation of the prescribed waiting time will lead to increased results of the test, not comparable with the 
corresponding limits.

Scenario i  =  26 in sample processing, m  =  2. Almonds should be cleared of their peel before processing 
a sample. However, an analyst may decide erroneously to use all the material for processing (including the 
peel) with an effort to be more accurate.

Scenario i  =  27 in extraction, m  =  3. The required duration of extraction of analytes from a test portion is 
30 sec. An analyst may decide that a 1 min extraction is more complete. In such a case the extract contains a 
higher concentration of matrix components and even particles, which complicate the analysis.

Scenario i  =  28 in identification, m  =  4. Identification of an analyte requires matching of 50 % or more 
of the spectrum of the analyte and the standard spectrum. When  < 50 % of the spectra are matching and 
the concentration of the analyte is lower than the MRL, the identification can be stopped: reporting is not 
required. If nevertheless an analyst will report the analyte detection (without its confirmation with an orthog-
onal method), the identification result may be a false positive.

Scenario i  =  29 in quantification, m  =  5. For preparation of a calibration solution, 1 mL of each standard 
solution (reference material) should be introduced into a 100 mL volumetric flask, filled then with solvent 
to the mark. An attempt to put the flask into ultrasonic bath for mixing instead of inverting the flask is a rea-
soned violation, since the solution cannot be mixed as necessary in the bath.

Scenario i  =  30 in reporting, m  =  6. An outlier may be removed from the data without investigation with 
the purpose to obtain a more “accurate” test result.
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A-2-2-6 Reckless violations, k  =  6

Scenario i  =  31 in sampling, m  =  1. A reckless inspector may confuse the farmer name on a sample, and the 
analytical/test results will be related to another farmer (and another field), i.e. will be not correct.

Scenario i  =  32 in sample processing, m  =  2. When a reckless analyst does not shake off the soil from 
onions before the sample processing (homogenization), the obtained test results are biased.

Scenario i  =  33 in extraction, m  =  3. Addition of 1 mL of solvent to dry residue of a test portion after extrac-
tion and evaporation is required. A no exact solvent volume may lead to erroneous test results.

Scenario i  =  34 in identification, m  =  4. An analyst may perform identification based on matching of the 
spectrum of the analyte and the spectrum of its standard by masses of ions and ratio of their peaks, not taking 
into account the peak retention times. In this way a false positive identification is possible, e.g. of  etoxyquin 
in parsley, similar to a component of the sample matrix (7H-Furo[3,2-g][1]benzopyran-7-one, 4-hydroxy, 
C11H6O4, MW 202.027, CAS No. 486-60-2, 80 % match with NIST 2002).

Scenario i  =  35 in quantification, m  =  5. Recklessness may cause an incomplete injection of the extract 
into the chromatograph, when contamination of the syringe needle is not seen.

Another example is when an analyst does not check the calibration curve, which has a belly and corre-
sponding low correlation coefficient.

Scenario i  =  36 in reporting, m  =  6. Recklessness may lead to confusing names of pesticides with differ-
ent MRLs, e.g. bifenazate instead of bifenthrin. Their MRLs in pepper are 0.050 mg·kg-1 and 0.200 mg·kg−1, 
respectively.

Another example is reporting on dimethylamine instead of diphenylamine in apples.

A-2-2-7 Malicious violations, k  =  7

Scenario i  =  37 in sampling, m  =  1. A malicious violation may be reflected in filling sample labels in a confus-
ing manner. Thus, the labels cannot be read simply and unambiguously.

Scenario i  =  38 in sample processing, m  =  2. A written identification number of a laboratory sample may 
be mistaken in order to vex the laboratory manager.

Scenario i  =  39 in extraction, m  =  3. An extraction may be knowingly performed for GC instead of LC and 
vice-versa.

Scenario i  =  40 in identification, m  =  4. A chromatographic file of another sample may be introduced for 
identification under the current sample title.

Scenario i  =  41 in quantification, m  =  5. In this step of the analysis the violation may consist of replace-
ment of the calibration date instead of re-calibration.

Scenario i  =  42 in reporting, m  =  6. Any falsification of the data is a malicious violation.

A-2-2-8 Lapses, k  =  8

Scenario i  =  43 in sampling, m  =  1. Like in scenario i  =  31 a farmer name on a sample may be confused and test 
results related to another farmer (and another field) will be incorrect. However, in the current case that may 
happen by an inspector senior moment, not by the recklessness.

Another example is when an inspector, tired after a working day, stored plastic containers for sampling at 
home in the box room, treated earlier with dichlorophos against cockroaches. As a result, a sample of organic 
oranges put in the container the next morning was contaminated.

Scenario i  =  44 in sample processing, m  =  2. An example of a lapse in sample processing is confusing 
numbers of samples, again by a senior moment.

Scenario i  =  45 in extraction, m  =  3. For extraction of pesticide residues for GC with acetone, addition of 
dichloroethane and petroleum ether is recommended for the phase separation. When an analyst forgot that 
the addition was already done and repeated it again, the conditions of the extraction were changed.
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Scenario i  =  46 in identification, m  =  4. Numbers of samples for identification may not correspond to the 
physical order of the samples on the table of an analyst. In such a case the sample numbers may be confused 
and the identification results will be inadequate.

Scenario i  =  47 in quantification, m  =  5. Stones of mango and/or avocado should be taken into account 
in the mass of a fruit sample, though only the pulp is analyzed. When this requirement is forgotten, the test 
result is erroneous.

Scenario i  =  48 in reporting, m  =  6. A lapse may happen during the introduction of the data into the file: 
incorrect test results may be reported.

A-2-2-9 Slips, k  =  9

Scenario i  =  49 in sampling, m  =  1. When a box is dropped on the ground and its content (a sample of fruits or 
vegetables) is collected again, the sample may be contaminated.

Scenario i  =  50 in sample processing, m  =  2. A slip in sample processing is possible, for example, when 
one sample is put in the cutter instead of another.

Scenario i  =  51 in extraction, m  =  3. On-going validation requires in every set of more than 5 samples 
inclusion of an early tested clean sample (where corresponding pesticide residues were not detected) with 
standard additions of the analytes/spikes, for evaluation of their recovery. When an analyst forgets to intro-
duce the spikes into the sample, the recovery is zero.

Scenario i  =  52 in identification, m  =  4. A slip in identification leading to a false-negative result may 
happen when a test portion is not centrifuged after extraction and therefore a syringe needle is fouled.

Scenario i  =  53 in quantification, m  =  5. A test result concerning one analyte may be confused with 
another one by a slip.

Scenario i  =  54 in reporting, m  =  6. The daily number of analyzed/tested samples (sample throughput) is 
large, and reporting results related to another sample, as a slip, is possible.

A-2-3 Elicited data and error quantification scores

The elicited data for the mapped 54 human error scenarios, and the same four components of quality system 
as in Example 1, are presented in Table 2. The interrelationship matrix in Table 2 has 54  ×  4  =  216 entries. 
The synergy between quality system components was taken into account similar to that in Example 1. The 
only exceptions are the cases of reckless violations, malicious violations, and omission errors, for which any 
synergy was considered unreliable in this analytical task. In other words, ( ) 0i

jj∆ ′ =  for any i  =  31–54 and any 
j′ ≠ j.

The likelihood score calculated by formula (1) here is P*  =  19 %. The human error severity, evaluated by 
formula (2), is L*  =  84 %. The following effectiveness score values jq

∗  of the quality system components are 
calculated by formulas (4) and (5): for validation – 1 22 %,q∗ =  for training – 2 26 %,q∗ =  for quality control 
– 3 25 %,q∗ =  and for supervision – 4 27 %.q∗ =  Thus, the most effective/important component of the quality 
system is supervision, followed by training, quality control, and validation.

The mq
∗�  values calculated by formula (6) are: for sampling – 1 7 %,q∗ =�  for sample processing – 2 9 %,q∗ =�  

for extraction – 3 23 %,q∗ =�  for identification – 4 22 %,q∗ =�  for quantification – 5 29 %,q∗ =�  and for report-
ing – 6 11 %.q∗ =�  These values show that the ability of the quality system to prevent human errors at sam-
pling is minimal. This situation is caused by the fact that sampling is performed in the field, i.e. inspectors 
work mostly out of the Lab. The sample processing and reporting steps also require a more attention for the 
improvement of the quality system. Effectiveness of the whole quality system for all steps of the analysis by 
formula (7) is E*  =  71 %.
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Table 2: Results of the expert judgments on human errors in multi-residue analysis of fruits and vegetables.

Scenario i   Likelihood 
pi

  Severity li 
 
 

Degree of interaction rij 
 
 

Synergy factor sij

Quality system layer j Quality system layer j 

1  2  3  4 1  2  3  4

1   3  9  3  9  1  9  1.67  1.33  1.33  1
2   1  3  9  3  3  9  1.67  1.33  1.33  1
3   3  9  9  9  9  9  1.67  1.33  1.33  1
4   3  9  9  9  3  9  1.67  1.33  1.33  1
5   3  9  9  9  9  9  1.67  1.33  1.33  1
6   1  9  9  9  9  9  1.67  1.33  1.33  1
7   1  3  3  1  1  9  1.67  1.33  1.33  1
8   1  9  3  9  3  9  1.67  1.33  1.33  1
9   3  3  3  9  9  9  1.67  1.33  1.33  1
10   1  9  3  9  9  9  1.67  1.33  1.33  1
11   3  9  1  9  9  9  1.67  1.33  1.33  1
12   1  9  3  3  9  9  1.67  1.33  1.33  1
13   3  3  3  9  1  3  1.67  1.33  1.33  1
14   1  9  3  9  3  9  1.67  1.33  1.33  1
15   3  9  9  9  9  9  1.67  1.33  1.33  1
16   3  9  9  9  9  9  1.67  1.33  1.33  1
17   3  9  9  9  9  9  1.67  1.33  1.33  1
18   1  3  3  3  9  9  1.67  1.33  1.33  1
19   3  3  3  9  1  3  1.67  1.33  1.33  1
20   1  9  3  9  3  9  1.67  1.33  1.33  1
21   3  9  9  9  9  9  1.67  1.33  1.33  1
22   3  9  9  9  9  9  1.67  1.33  1.33  1
23   3  9  9  9  9  9  1.67  1.33  1.33  1
24   3  9  3  3  9  9  1.67  1.33  1.33  1
25   1  9  3  3  1  3  1.67  1.33  1.33  1
26   1  9  3  3  3  9  1.67  1.33  1.33  1
27   1  3  1  9  9  9  1.67  1.33  1.33  1
28   1  3  3  9  9  9  1.67  1.33  1.33  1
29   1  9  3  9  9  9  1.67  1.33  1.33  1
30   1  3  3  3  9  9  1.67  1.33  1.33  1
31   1  9  1  1  1  3  1  1  1  1
32   1  3  1  3  3  9  1  1  1  1
33   1  9  1  3  9  9  1  1  1  1
34   1  9  1  3  9  9  1  1  1  1
35   3  9  1  3  9  9  1  1  1  1
36   1  9  1  3  9  9  1  1  1  1
37   1  3  0  1  1  1  1  1  1  1
38   1  9  0  3  3  9  1  1  1  1
39   1  9  0  3  3  9  1  1  1  1
40   1  9  0  3  3  9  1  1  1  1
41   1  9  0  3  3  9  1  1  1  1
42   1  9  0  3  3  9  1  1  1  1
43   3  9  0  1  1  1  1  1  1  1
44   3  9  0  3  3  9  1  1  1  1
45   1  9  0  3  3  9  1  1  1  1
46   1  9  0  3  3  9  1  1  1  1
47   1  9  0  3  3  9  1  1  1  1
48   1  9  0  3  3  9  1  1  1  1
49   1  3  0  1  1  1  1  1  1  1
50   1  9  0  3  3  9  1  1  1  1
51   1  3  0  3  3  9  1  1  1  1
52   1  9  0  3  9  9  1  1  1  1
53   1  9  0  3  9  9  1  1  1  1
54   1  9  0  3  9  9  1  1  1  1
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A-2-4 Residual risk and measurement uncertainty

The score of residual risk of human errors by formulas (8) and (9) is R*  =  65 %. The percentage of the quality 
of the measurement/test results which may be lost due to residual risk of human errors is fHE  =  9.9 % by 
formula (10).

The relative standard measurement uncertainty reported for tomatoes, for example, averaged for all ana-
lytes and expressed in % of an analytical result, was ur  =  20 % [45]. The contribution of the uncertainty budget 
caused by residual risk of human errors by formula (14), Annex B, is uHE-r  =  10 % relative. Thus, uHE-r is not neg-
ligible and not the dominant contribution in the uncertainty budget, similar to the case of pH measurements 
of groundwater in Example 1. The resulting uncertainty value by formula (13), Annex B, is ures-r  =  22 % relative.

Example 3. Human errors in ICP-MS analysis of geological samples

A-3-1 Introduction and main steps of the analysis

ICP-MS is used widely in many laboratories for the chemical analysis of geological and other samples. There 
are typically four main steps m of the analysis with ICP-MS: 1) sample preparation, 2) calibration of the ICP-MS 
measuring system, 3) measurement of analyte concentrations in the prepared solutions, and 4) calculation of 
elemental mass fractions in analyzed samples and reporting (M  =  4).

The sample preparation of rocks and sediments is based on the fusion of the sample with lithium 
metaborate or sodium peroxide flux. Then the obtained bead is dissolved in nitric acid in an ultrasonic 
bath. The solution should be filtered and diluted with water to a sample/solution weight ratio in the range 
from 1:1000 to 1:4000. Samples of peridotites and a number of types of magma can be prepared by diges-
tion of a sample with an HF–HNO3 mixture in an ultrasonic bath. When samples contain resistant phases, 
e.g. zircon, the applied temperature and pressure are increased using microwaves or digestion bombs. 
Then samples are evaporated to incipient dryness, refluxed in nitric acid, evaporated and dissolved again, 
filtered, and diluted with water. For analysis of trace and rare earth elements the sample digestion with an 
HF–HClO4 mixture under pressure can be applied. In any case, an analytical blank is prepared identically 
to the samples.

Synthetic and natural certified reference materials (CRMs) are used for the preparation of matrix matched 
calibrators of ICP-MS. The concentration of the acids and flux quantity in such calibrators should be the same 
as in the samples prepared for analysis. This is in addition to the known requirement of CRMs to have a com-
position close to the composition of the analyzed samples in order to minimize matrix effects. The CRMs (not 
the same as for calibration) are used also as internal standards and quality control samples.

A-3-2 The map of human error scenarios

In spite of achievements in instrument development there are still a number of human error scenarios which 
should be taken into account in a routine laboratory for quality risk management. A total of I  =  9M  =  36 sce-
narios of human errors in ICP-MS analysis of geological samples are discussed below [18].

A-3-2-1 Knowledge-based mistakes, k  =  1

Scenario i  =  1 in sample preparation, m  =  1. A sample containing an excessively high quantity of an analyte 
(not diluted as necessary) may produce too low of a response since not all the quantity will be ionized, result-
ing in an incorrect recovery factor.
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Scenario i  =  2 in ICP-MS calibration, m  =  2. Application of an inadequate calibrator (with a difference in 
the matrix in comparison to the samples) may lead to a bias in the test results.

Scenario i  =  3 in measurement with ICP-MS, m  =  3. Use of an improper blank solution (did not pass all the 
steps of the sample preparation) may also cause biased results.

Scenario i  =  4 in calculation and reporting, m  =  4. Mistaken interpretation of interferences (e.g. due to 
diatomic molecules) may influence the test result.

A-3-2-2 Rule-based mistakes, k  =  2

Scenario i  =  5 in sample preparation, m  =  1. An analyst, using as a rule sample preparation by digestion of a 
sample with an HF-HNO3 mixture in an ultrasonic bath, may not take into account that a sample contains a 
resistant phase, which requires application of a microwave or digestion bombs.

Scenario i  =  6 in ICP-MS calibration, m  =  2. Usual dilution of reference materials for preparation of cali-
brators, when another dilution is necessary, may cause atypical test results.

Scenario i  =  7 in measurement with ICP-MS, m  =  3. When drift of the instrument response is usually con-
trolled for specific ion masses, whereas another analyte is under determination, the control may be not suf-
ficient and the results shifted.

Scenario i  =  8 in calculation and reporting, m  =  4. Unusual sample mass applied in an analysis (e.g. to 
increase quantity of an analyte) may be forgotten by an operator and the regular mass introduced erroneously 
in the file for calculations.

A-3-2-3 Skill-based mistakes, k  =  3

Scenario i  =  9 in sample preparation, m  =  1. Dissolution of a sample in an acid mixture containing HF in a 
Teflon beaker (not in a digestion bomb) as usually done for determination of minor elements and/or traces, 
wherein silicon is an analyte, may lead to a loss of silicon.

Scenario i  =  10 in ICP-MS calibration, m  =  2. Use of the same calibrator as previously, when its container 
is not closed hermetically and the element concentrations change due to water evaporation, is a mistake.

Scenario i  =  11 in measurement with ICP-MS, m  =  3. Flux-fusion sample solutions may form a gel, not 
always immediately visible, but clogging the nebulizer and leading to inhomogeneity of the analyte distribu-
tion in the test portion. Measurements of the analyte concentrations in such solutions (in regular conditions) 
may lead to mistaken results.

Scenario i  =  12 in calculation and reporting, m  =  4. A skill-based human error is possible when an analyst 
uses a certain order of samples, whereas an assisting operator arranged the samples in another way.

A-3-2-4 Routine violations, k  =  4

Scenario i  =  13 in sample preparation, m  =  1. A decision of an analyst after dissolution (based on visual 
inspection) that the filtration is not necessary and may be ignored to shorten the procedure, is a routine 
violation.

Scenario i  =  14 in ICP-MS calibration, m  =  2. To prepare a calibrator, a small value of concentrated CRM 
solution may be diluted to a large volume by one step, to avoid spending time for a longer procedure with 
more steps of dilution. The calibrator prepared in this way will be not accurate.

Another example is reducing the number of calibrators in order to shorten the work.
Scenario i  =  15 in measurement with ICP-MS, m  =  3. A routine violation is when result reading is started 

immediately after introduction of a sample into the instrument, without waiting at least 1 min for a stable 
response.
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Scenario i  =  16 in calculation and reporting, m  =  4. When a report is not checked with purpose to save 
time, a twist of the data during their transformation to the final file may not be noted, and therefore not cor-
rected, as in any other determination of a number of analytes in a number of samples.

A-3-2-5 Reasoned violations, k  =  5

Scenario i  =  17 in sample preparation, m  =  1. An analyst may use more flux for fusion than required by the 
procedure in order to improve a sample preparation. However, it will lead to an increased concentration of 
salts, not appropriate for the blank in the run (for a set of samples).

Scenario i  =  18 in ICP-MS calibration, m  =  2. To improve a method, an analyst may wish to increase a cali-
bration range (which is anyway wide in ICP-MS) in spite of limitation at both minimal and maximal analyte 
concentrations.

Scenario i  =  19 in measurement with ICP-MS, m  =  3. When a flow-injection system is used for the sample 
introduction, a limited number of analyte concentrations can be measured simultaneously (in the same run). 
An attempt to increase the number of analytes is a routine violation, as some of the analytes may not be 
detected accurately.

Scenario i  =  20 in calculation and reporting, m  =  4. An example of reasoned violation is the “reference 
materials syndrome”, when an analyst reports analyte concentration values close to those in CRM certificates 
(applied as control samples) which are subsequently found to be incorrect [46].

A-3-2-6 Reckless violations, k  =  6

Scenario i  =  21 in sample preparation, m  =  1. When cleaning of crucibles for fusing or glassware for dilution is 
performed improperly, a sample may become contaminated.

Scenario i  =  22 in ICP-MS calibration, m  =  2. Use of a CRM after the expiration date may lead to a biased 
calibration curve.

Scenario i  =  23 in measurement with ICP-MS, m  =  3. If an inadequate blank (from a previous analysis run) 
is taken recklessly, the measurement results may be biased.

Another example is when an analyst does not notice that a blank may also produce a response caused or 
influenced by contamination.

Scenario i  =  24 in calculation and reporting, m  =  4. Recklessness may lead to confusing names of samples.

A-3-2-7 Malicious violations, k  =  7

Scenario i  =  25 in sample preparation, m  =  1. Filling sample labels in a confusing manner may lead further to 
their mistaken reading.

Scenario i  =  26 in ICP-MS calibration, m  =  2. The violation may consist of the use of previous calibration 
data instead of re-calibration.

Scenario i  =  27 in measurement with ICP-MS, m  =  3. Confusing names of samples may be caused not only 
because of recklessness, as in scenario i  =  24 above, but also intentionally.

Scenario i  =  28 in calculation and reporting, m  =  4. Falsification of data is a malicious violation in any 
analysis.

A-3-2-8 Lapses, k  =  8

Scenario i  =  29 in sample preparation, m  =  1. An analyst may forget to dry a sample before weighing.
Scenario i  =  30 in ICP-MS calibration, m  =  2. A lapse is also when an analyst forgets to stir a prepared 

calibrator.
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Scenario i  =  31 in measurement with ICP-MS, m  =  3. Cleaning of a nebulizer and/or glassware used 
between runs may be forgotten because of a lapse.

Scenario i  =  32 in calculation and reporting, m  =  4. A lapse may happen during the introduction of the 
data into the file.

A-3-2-9 Slips, k  =  9

Scenario i  =  33 in sample preparation, m  =  1. A sample may be incompletely transferred into a crucible, when 
poured out by a slip after weighing.

Scenario i  =  34 in ICP-MS calibration, m  =  2. Preparing a calibrator, an analyst may push, because of a 
slip, the arm of an automatic pipette stronger than necessary to achieve the stop. Then the taken volume is 
larger than required and the concentration of the analyte in the calibrator is not correct.

Table 3: The elicited expert judgments on human errors in ICP-MS analysis of geological samples.

Scenario i   Likelihood pi  Severity li 
 
 

Degree of interaction rij 
 
 

Synergy factor sij

Quality system layer j Quality system layer j

1  2  3  4 1  2  3  4

1   3  9  3  9  1  3  1.67  1.33  1.33  1
2   1  3  3  3  3  9  1.67  1.33  1.33  1
3   3  3  3  9  9  9  1.67  1.33  1.33  1
4   1  1  9  9  3  9  1.67  1.33  1.33  1
5   3  3  9  3  3  3  1.67  1.33  1.33  1
6   1  1  3  3  9  3  1.67  1.33  1.33  1
7   3  3  1  9  9  3  1.67  1.33  1.33  1
8   3  9  1  3  3  3  1.67  1.33  1.33  1
9   1  3  3  3  3  3  1.67  1.33  1.33  1
10   3  1  1  3  3  3  1.67  1.33  1.33  1
11   3  9  3  3  9  3  1.67  1.33  1.33  1
12   3  9  3  3  1  1  1.67  1.33  1.33  1
13   3  3  3  3  9  3  1.67  1.33  1.33  1
14   3  3  9  9  3  9  1.67  1.33  1.33  1
15   3  3  1  3  9  9  1.67  1.33  1.33  1
16   3  9  3  3  3  3  1.67  1.33  1.33  1
17   1  1  9  9  3  3  1.67  1.33  1.33  1
18   1  3  9  9  3  3  1.67  1.33  1.33  1
19   3  3  3  9  3  3  1.67  1.33  1.33  1
20   3  3  3  3  3  3  1.67  1.33  1.33  1
21   1  3  3  3  9  3  1.67  1.33  1.33  1
22   3  3  3  3  3  3  1.67  1.33  1.33  1
23   1  3  1  9  3  3  1.67  1.33  1.33  1
24   3  9  0  3  3  3  1.67  1.33  1.33  1
25   1  9  0  1  1  1  1  1  1  1
26   1  9  0  1  3  3  1  1  1  1
27   1  9  0  1  3  3  1  1  1  1
28   1  9  0  1  3  3  1  1  1  1
29   3  3  0  1  1  1  1  1  1  1
30   3  3  0  3  3  3  1  1  1  1
31   1  9  1  3  3  3  1  1  1  1
32   1  9  0  1  3  3  1  1  1  1
33   1  3  0  1  1  1  1  1  1  1
34   1  3  0  3  3  3  1  1  1  1
35   3  3  0  3  3  3  1  1  1  1
36   1  9  0  3  3  3  1  1  1  1
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Scenario i  =  35 in measurement with ICP-MS, m  =  3. If a capillary used for sample introduction is set 
inaccurately by a slip, and air is passed with the liquid to the nebulizer, the measurement results may be 
erroneous.

Scenario i  =  36 in calculation and reporting, m  =  4. Reporting results related to one sample as results of 
another sample, by a slip, is possible.

A-3-3 Elicited data and error quantification scores

Elicited expert judgments on human errors by the described 36 scenarios and the same quality system com-
ponents and their synergy, as in Example 1, are presented in Table 3. The interrelationship matrix here is also 
of 36  ×  4  =  144 entries.

The likelihood score, summarizing the elicited judgments, is P*  =  22 %. The human error severity score 
is L*  =  56 %. The most effective/important component of the quality system by formulas (4) and (5) in this 
analysis is quality control 3 2 %),( 7q∗ =  followed by training 2 2 %),( 6q∗ =  validation 1 2 %),( 4q∗ =  and supervi-
sion 4 2 %).( 3q∗ =

The mq
∗�  calculation by formulas (6) for different steps of the analysis shows that the ability of the quality 

system to prevent human errors at the ICP-MS calibration ∗ =�2 )( 14 %q  is minimal. At the measurement step 
3 25 %,q∗ =  at sample preparation 1 30 %,q∗ =  and at calculation and reporting 4 32 %.q∗ =  The effectiveness of the 

entire quality system for all steps of the analysis is characterized by E*  =  55 %, calculated using formula (7).

A-3-4 Residual risk and measurement uncertainty

The score of residual risk of human errors by formulas (8) and (9) here is R*  =  65 %. The percentage of the 
quality of the measurement/test results which may be lost due to residual risk of human errors is fHE  =  8.1 % 
by formula (10).

The standard measurement uncertainty reported, for example, for determination of 10 ng·g-1 of 60Ni in 
aqueous samples by ICP-MS [47] was u  =  0.75 ng·g-1. The contribution to the uncertainty budget caused by 
residual risk of human errors by formula (14), Annex B, is uHE  =  0.32 ng·g-1. The resulting uncertainty value by 
formula (13), Annex B, is ures  =  0.82 ng·g-1.

As in Examples 1 and 2, uHE here is also not negligible and not the dominant contribution in the uncer-
tainty budget.

Annex B. Contribution to measurement uncertainty
Considering standard measurement uncertainty u, evaluated according to guidelines [19, 48], as a quality 
parameter of a measurement or test result, one can say that quality Q is better when u is smaller, i.e. Q  =  1/u. 
This is the simplest model Q(u) and its simplicity is the main model advantage [42]. More complicated models 
could also be investigated and applied in specific cases.

Possible loss of quality because of residual risk of human errors, as an absolute value, is Q fHE/(100 %). 
Therefore, the resulting quality according to the proposed model is

 res HE HE/(100 %) ( [1/ ) 1 /(100 %)].Q Q Qf u f= − = −  (11)

As Qres  =  1/ures, where ures is the resulting (combined) standard uncertainty including the human error 
contribution, from formula (11) one has
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 res HE/ 1 /(10 %) .[ ]0u u f= −  (12)

In the view of Ref. [19, pp. 24–25] concerning uncertainty evaluation based on judgment “as for stand-
ard deviations derived by other methods”, the contribution of the uncertainty uHE (caused by residual risk 
of human errors) into the budget of the resulting uncertainty can be approximated by the conventional 
expression:

 
2 2 1/2

res HE( ) .u u u= +  (13)

Thus, it follows from formulas (12) and (13) that

 
2 1/2

HE HE1 /(100 %) } .{ ] 1[u u f −= − −  (14)

Because uncertainty caused by human errors uHE is determined as a fraction of u by formula (14), 
both uHE and u are expressed with the same units and the same number of digits.

Dividing u by the absolute value of the measured quantity value one can obtain relative standard 
measurement uncertainty ur [20] and express it in %. In that case uHE and ures divided by the same value 
(uHE-r and ures-r) are expressed also in %, as in Example 2, Annex A.

When fHE  =  0 %, the uncertainty contribution due to human errors uHE  =  0 and ures  =  u. When fHE 
increases in the range 0 %  <   fHE  <  100 %, values of uHE increase also, as shown in Fig. 3 by solid line 1. 
In particular, uHE achieves 1/3u at fHE  =  5 % (dotted lines 2) and begins to be a significant component of 
the uncertainty budget by formula (13). At fHE  =  68 %, value uHE  =  3u dominates in the budget: this point 
is indicated by dotted lines 3 in Fig. 3. When fHE exceeds 68 %, uHE increases with fHE dramatically. In the 
theoretical case of fHE  =  100 %, formulas (12) and (14) tend to infinity. However, such a contribution of 
human error to uncertainty is not realistic, inasmuch as the error becomes apparent: it will be identified 
and treated.

It is known that the largest contribution/component of a combined uncertainty needs to be investigated 
more thoroughly [19, p. 49]. Such a contribution may be overestimated and, hence, simply improved after 
investigation, or it may be the subject of a corrective action requiring an investment. Identified human errors 
can usually be reduced [49–51]. Thus, a good risk management result is when human errors are treated enough 
by the quality system to avoid their dominance in the uncertainty budget, as in Examples 1–3, Annex A.
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Fig. 3: Ratio of the uncertainty due to residual risk of human errors uHE to the measurement uncertainty u in dependence on % of 
the quality loss fHE (line 1). The cases uHE  =  1/3u and uHE  =  3u are indicated by dotted lines 2 and 3, respectively. ©Bureau Interna-
tional des Poids et Mesures. Reproduced from Ref. [42] by permission of IOP Publishing. All rights reserved.
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Annex C. Monte Carlo simulations

CONTENTS

C-1 An expert judgment as a discrete quantity
C-2 Algorithm of simulations
C-3 Examples
 C-3-1 Distributions of score values for quantification of human errors
 C-3-2 Distributions of possible loss of quality
C-4 Robustness
 C-4-1 Score values for quantification of human errors
 C-4-2 Possible loss of quality

C-1 An expert judgment as a discrete quantity

An expert judgment for human error quantification is a discrete quantity that can take any scale value among 
(0, 1, 3, 9) according to the judgment probability mass function (pmf). When a value is chosen on the scale, 
the expert may still feel a doubt concerning neighboring scale values as pointed out in clause 6.1 of this 
Guide. Choosing 0, this expert thinks about 1 as a value which is also possible with equal or lower pmf. 
Choosing 1, the expert necessarily takes into account 0 and 3, but with equally lower pmf, etc. However, more 
distant scale values are not relevant. Otherwise, the expert is not experienced in the field and should not 
participate in the elicitation process.

On the other hand, the score values calculated directly from the elicited data can be interpreted as 
obtained when the expert judgments are completely confident, i.e. when a Dirac delta function, centered at a 
specific expert estimate on the scale, is applied as the pmf.

The following distributions modeling an expert behavior are studied below: 1) of completely confident 
expert judgments: the pmf at a chosen value is 1.00, whereas the remaining values on the scale have a total 
pmf equal to zero; 2) of confident expert judgments: the pmf at a chosen scale value is 0.90, whereas close 
values on the right and/or on the left on the scale have a total pmf equal to 0.10; 3) of reasonably doubting 

Table 4: Probability mass functions (pmfs) of expert judgments.

Expert 
judgments

  Chosen 
scale value

 
 

Scale

0   1   3   9

Completely 
confident

  0  1.00   0.00   0.00   0.00
  1  0.00   1.00   0.00   0.00
  3  0.00   0.00   1.00   0.00
  9  0.00   0.00   0.00   1.00

Confident   0  0.90   0.10   0.00   0.00
  1  0.05   0.90   0.05   0.00
  3  0.00   0.05   0.90   0.05
  9  0.00   0.00   0.10   0.90

Reasonably 
doubting

  0  0.70   0.30   0.00   0.00
  1  0.15   0.70   0.15   0.00
  3  0.00   0.15   0.70   0.15
  9  0.00   0.00   0.30   0.70

Irresolute   0  0.50   0.50   0.00   0.00
  1  0.25   0.50   0.25   0.00
  3  0.00   0.25   0.50   0.25
  9  0.00   0.00   0.50   0.50

The pmf at a chosen value is shown by bold.
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expert judgments: the pmf at a chosen value is 0.70, whereas close values on the scale have a total pmf equal 
to 0.30; and 4) of irresolute expert judgments: the pmf at a chosen value is 0.50, and the close values on the 
scale have a total pmf equal to 0.50 also. More pmf details are shown in Table 4. These four pmfs represent 
properly the whole range of cases from the most to the least confident expert judgments in the framework of 
the proposed modeling.

Sampling from the distributions for random generation of expert judgments as discrete values was per-
formed using a code developed in R [18].

C-2 Algorithm of simulations

Since human error quantification scores P*, L*, ,jq
∗  mq

∗�  and E*, are calculated as algebraic combinations of 
the elicited expert judgments pi, li, rij, and synergy factors sij (which, in the present context, are considered as 
entirely known), the probability distributions for these scores depend on the distributions of the expert judg-
ments. Monte Carlo simulations of the score distributions were performed based on the following algorithm 
inspired by JCGM 101 [52]:
1. input of the elicited estimates pi, li and rij, synergy factors sij, numbers K of kinds of human error, M of 

steps of the chemical analysis, I of human error scenarios, J of the laboratory quality system components, 
and the number of the Monte Carlo trials nMC  =  100 000;

2. assignment of pmfs to the expert judgments pi, li, rij;
3. simulation of possible values of expert judgments on human error by scenario i according to the chosen 

pmf on the scale values (0, 1, 3, 9) for i  =  1 to I: the matrix of simulated values is of dimension I  ×  nMC;
4. determination of the numerical distributions for scores P*, L*, ,jq

∗  mq
∗�  and E* by propagating the simu-

lated distributions of the expert judgments into the relevant equations discussed in this Guide and evalu-
ation of the score mean, median, and standard deviation (mean and median can be different because of 
a possible asymmetry in the simulated distributions);

5. plotting histograms for the distributions of the scores.

Note that for completely confident judgments with pmf by the Dirac delta function (for the scores calculated 
directly from the elicited data) the mean and median values obviously coincide, with the standard deviation 
of the simulated values being zero.

C-3 Examples

The elicited expert judgments on human errors in ICP-MS analysis of geological samples, Annex A, Example 3, 
Table 3, are used for the illustration of distributions of score values for error quantification with the Monte 
Carlo method [18].

Distributions of quality loss values due to residual risk of human errors are also studied with the Monte 
Carlo simulations [42]. All three sets of expert judgments on human errors from Annex A, Examples 1–3, are 
used here for the illustration of this application.

C-3-1 Distribution of score values for quantification of human errors

Results of the direct score calculations in comparison to the mean, median, and standard deviation of rel-
evant score distributions simulated with the Monte Carlo method for ICP-MS analysis of geological samples 
are presented in Table 5.

One can see from Table 5 that the mean score values of a confident expert are very close to the score 
values calculated directly (of a completely confident expert). The mean values, as well as the median values, 
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change systematically depending on the confidence of the expert judgments, i.e. depending on the relevant 
pmfs. Accordingly, it makes sense that the corresponding standard deviations increase as the expert judg-
ments become less confident. However, the fact is that all the mean (and the median) values of the simulated 
scores remain consistent with the score values calculated directly from the data within two such standard 
deviations.

It appears from Table 5 that a less confident expert may lead to larger estimates for likelihood score P*, 
from 22 % to 29 %, on average. Hence, the less confident the expert is, the more underestimated the P* value 
directly calculated from the data. When P* is increasing, the standard deviation is also increasing, from zero 
to 4 %.

In spite of the equivalence of P* mean and median (rounded) values for a reasonably doubting expert, a 
minor asymmetry of the histogram in Fig. 4 is visible, probably due to the non-equidistant scale of the expert 
estimates/judgments through which the input pmfs were propagated. However, there are also other possible 
reasons for the asymmetry, e.g. when an expert unconsciously avoids one of the extreme choices on the scale 
(0 and 9).

Table 5: The score values (%) calculated directly from the elicited data for ICP-MS analysis in comparison to those obtained by 
Monte Carlo simulations.

Score   Calculated 
directly

 
 
 

Monte Carlo simulations

Confident expert  
 

Reasonably doubting  
 

Irresolute expert

Mean   Median   SD Mean   Median   SD Mean   Median   SD

P*   22  24   23   2   26   26   3   29   29   4
L*   56  55   55   3   53   53   5   51   51   5

∗
1q   24  25   24   2   26   25   4   27   26   5

2q∗   26  26   26   2   26   26   3   26   26   4

3q∗   27  27   27   2   26   26   3   26   26   4

4q∗   23  23   23   2   22   22   3   22   21   4

1q∗�   30  29   28   6   26   25   9   25   23   10

2q∗�   14  15   14   4   16   15   6   18   17   8

3q∗�   25  25   25   5   26   25   9   27   26   11

4q∗�   32  32   31   6   31   30   9   30   29   11
E*   55  54   54   3   53   53   4   51   51   5

SD is standard deviation of a simulated score value from its mean.
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Fig. 4: A histogram of the likelihood score P* (%) in ICP-MS analysis, corresponding to judgments of a reasonably doubting 
expert, simulated by Monte Carlo method. Reproduced from Ref. [18] with permission from Elsevier.
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A less confident expert leads to a reduction in the estimates of the severity from mean L*  =  56 % to 51 %, 
but again with an increasing standard deviation, from zero to 5 %. There is no difference between mean and 
median for a reasonably doubting expert, as in the likelihood score.

From jq
∗  values in Table 5 one can find that the most effective/important component of the quality system 

(quality control) is characterized by the 3q
∗  score values from 27 % to 26 % with a standard deviation from 

zero to 4 %. There is no difference between the mean and the median of the simulated values for this score.
The mq

∗�  simulated values for different steps of the ICP-MS analysis support the conclusion in Annex A, 
Example 3, that the ability of the quality system to prevent human errors at instrument calibration (m  =  2) 
is minimal. The 2q

∗�  score values are from 14 % to 18 % with a standard deviation up to 8 %, depending on 
the expert’s confidence. The variability of mq

∗�  scores is the largest in comparison to other scores in Table 5. 
A difference of (1–2) % between the mean and the median of the mq

∗�  score values and an evident histogram 
asymmetry, as in Fig. 5 for a reasonably doubting expert, are observed.

Effectiveness E* of the whole quality system for all steps of the ICP-MS analysis is from 55 % to 51 % with 
a standard deviation varying from zero to 5 %. In general, E* tends to be overestimated in direct calculation 
from the elicited data, similar to L* (as opposed to P* tending to be underestimated) when the confidence of 
expert judgments is decreasing.

C-3-2 Distribution of possible loss of quality

The results of fHE direct calculations and simulations for the model of reasonably doubting expert judgments 
are shown in Table 6.

The fHE values, calculated directly by formula (10) and interpreted as obtained from completely confident 
expert judgments, are close for the three examples. For all examples, the mean of the simulated fHE values 
for the model of reasonably doubting expert judgments is a little larger than the fHE calculated directly (not 
more than for one standard deviation of the simulated values). In other words, the estimated possible loss of 
quality due to residual risk of human errors is larger when an expert’s doubt is taken into account. A similar 
effect was noted in clause C-3-1 concerning scores of likelihood, severity, and quality system effectiveness: 
less confident expert judgments lead to less optimistic score values.

A histogram, for example, of fHE simulated values for reasonably doubted expert judgments on human 
errors in elemental analysis of geological samples with ICP-MS is shown in Fig. 6. This histogram is practi-
cally symmetric, its mean and median values differing insignificantly.
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Fig. 5: A histogram of the score q∗�
2
 (%) of effectiveness of the quality system at second step of the ICP-MS analysis (the instru-

ment calibration). This histogram corresponds to judgments of a reasonably doubting expert, simulated by Monte Carlo method. 
Reproduced from Ref. [18] with permission from Elsevier.
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C-4 Robustness

The score robustness for the quality risk management and improvement of a laboratory quality system can 
be considered satisfactory when a score’s relative variability, expressed as relative standard deviation RSD 
(a ratio of standard deviation to mean), does not exceed 0.4, rounded up from 1/3. In other words, a score is 
robust when the standard deviation of the expert judgments can be defined as insignificant in comparison to 
the score mean. Such a rule of 1/3 is used in metrology, e.g. for verification of weights and preparation of test 
items for proficiency testing. Practically the same rule is applied in spectroscopy for determination of limit of 
detection, as an analyte concentration equal to three standard deviations of the measuring system response 
for a blank (noise).

It is important also that the score’s relative range, i.e. the difference between the maximal and the 
minimal score values (calculated directly from elicited data and simulated values) related to their average, 
does not exceed the same 0.4 [18].

C-4-1 Score values for quantification of human errors

The requirement to robustness for E* score, for example, implies RSD  =  SD/E*   ≤   0.4. In the case of the elemen-
tal analysis by ICP-MS the RSD of E* is  < 0.1 for all models of the expert behavior in Table 5. Therefore, one can 
assume that the robustness of this score is satisfactory.

Other scores in Table 5 could also be assessed as robust enough. The mq
∗�  scores, especially 2 ,q∗�  are less 

robust. However, even for irresolute expert judgments, the robustness of 2q
∗�  is still acceptable, as correspond-

ing relative standard deviation is RSD  =  8/18  =  0.4.

Table 6: Quality loss fHE values (%) calculated directly from the elicited data in comparison to those obtained by Monte Carlo 
simulations for reasonably doubting expert judgments.

Chemical analytical 
method

  Calculated 
directly

 
 

Monte Carlo simulations

Mean   Median   SD

pH metry of groundwater   10.8   11.2   11.1   1.6
Pesticide residues analysis  9.9   10.4   10.4   1.3
ICP-MS of geo-samples   8.1   9.5   9.4   1.4
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Fig. 6: A histogram of simulated fHE values (%) in ICP-MS analysis, based on reasonably doubting expert judgments. ©Bureau 
International des Poids et Mesures. Reproduced from Ref. [42] by permission of IOP Publishing. All rights reserved.
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The largest relative range in Table 5 is also that of score 2 .q∗�  However, this range satisfies the proposed cri-
terion: (18–14)/16  =  0.25  <  0.4. Thus, the results of the human error quantification obtained in the case study 
are not dependent significantly on the kinds of calculation and simulation performed, i.e. they are robust 
from this perspective as well.

C-4-2 Possible loss of quality

Similar evaluation of quality loss fHE due to residual risk of human errors in Table 6 shows that the fHE rela-
tive standard deviations are in the range 0.12–0.15, i.e. smaller than 0.4. The same is true if one compares 
the maximal difference between the fHE calculated directly by formula (10) and the mean of the simulated 
values with their common average. In Table 6 there is shown the case of ICP-MS, where fHE  =  8.1 % by 
formula (10), while the simulated mean fHE is 9.5 %, and their average is (8.1 % + 9.5 %)/2  =  8.8 %. Since (9.5–
8.1)/8.8  =  0.15  <  0.4, the fHE estimates are also robust enough to variability of expert judgments.
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