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Measurement uncertainty – Historical perspective, present
status and foreseeable future

W. Bich

Istituto nazionale di ricerca metrologica, INRIM, Torino, I

Summary. —
In this paper I explore the very birth, due to Gauss, of today’s views on measure-
ment uncertainty and its quantitative expression and propagation. I also try to
understand and explain the influence of Bridgman’s operationalism on these views,
and discuss the conflict between a certain misconception of his epistemology and
the mathematical and probability tools necessary to treat measurement and mea-
surement uncertainty quantitatively. I also give an overview of current trends in the
field.
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Pauca sed matura

Karl Friedrich Gauss

1. – Laplace, Legendre and Gauss

Gauss’ motto pauca sed matura (few but ripe) referred to publications is in strong

contrast with the “publish or perish” imperative that rules nowadays research. Never-

theless, even if he had lived in modern times, he would not have had to fight hard to

gain a recognition as a scientist. His prediction of the orbit of the asteroid Ceres [1]

(now classified as a dwarf planet) gave him international reputation. This asteroid had

already been observed by the Italian astronomer Giuseppe Piazzi in Palermo on New

Year’s Day of 1801, in the framework of a broad European effort aimed at discovering a

planet supposed to orbit between the orbits of Mars and Jupiter. Piazzi took observa-

tions until 11 February, before the planetoid came too close to the Sun to be observed

any further. Piazzi’s data were circulated and some of the leading European astronomers

made preliminary predictions of Ceres orbit, but observations in August and September

failed to find the asteroid. Then came the 24-years-old Gauss with values of the six

parameters necessary to determine an orbit and Ceres was found where predicted. The

six parameters can be viewed, say, as the components of the position and velocity vectors

~r and ~v at a given epoch t0. For further details about Gauss’ method, see [2].

The reader might wonder what is the relevance of this story to the topic of measure-

ment uncertainty. The relevance is that in his determination of the orbit of Ceres Gauss

used the least squares method he had discovered (without publishing it) perhaps a decade

earlier. It was typical of Gauss not to publish a scientific finding or result before he had

completely and satisfactorily understood it, and in general not to care too much about

making public his ideas. And this habit of his is responsible for the dispute about the

priority in the discovery of least squares between himself and Legendre. He (Legendre)

had published his discovery in 1805 in an appendix to a dissertation on the motion of

comets [3], whereas Gauss expounded the theory in his subsequent (1809) Theoria motus

corporum cœlestium in sectionibus conicis solem ambientium (Theory of the motion of

the heavenly bodies moving about the sun in conic sections) [4]. A complete treatment is

given only in his Theory of the Combination of Observations Least Subject to Errors [5] a

work in three parts published in 1821, 1823 and 1826, respectively. It must be said that

Gauss, apart from declaring that he was unaware of Legendre’s work (which is plausible)

did not insist on the issue of the priority.

Our principle, which we have made use of since the year 1795, has lately been

published by Legendre in the work Nouvelles méthodes pour la détermination
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des orbites des comètes, Paris, 1806, where several other properties of this

principle have been explained, which, for the sake of brevity, we here omit.

([4], p. 270).

In addition, as it is often (if not invariably) the case with great scientific discoveries

(or inventions), the scene is not limited to two actors. Also the great Laplace had

entered the field, by deriving the least squares as the asymptotically optimal solution

to the minimization of the mean absolute error, and using his central limit theorem to

demonstrate his assertion ([6], ch. 4). See also [7].

2. – Theory of errors

Gauss’ motivation in developing the tool of least squares was to find the most plausible

value of one (or more) quantities of interest from a set of observations affected by errors.

In this respect, his least squares are a (major) part of a wider framework generally known

as the theory of errors. The same book in which Gauss gave an exhaustive description of

least squares [5] starts with an admirable analysis of observation errors and the related

classification into random and systematic.

However carefully one takes observations of the magnitudes of objects in

nature, the results are always subject to larger or smaller errors . . . Two of

these must be carefully distinguished. Certain causes of error are such that

their effect on any one observation depends on varying circumstances that

seem to have no essential connection with the observation itself. Errors arising

in this way are called irregular or random, . . .On the other hand, other sources

of error by their nature have a constant effect on all observations of the same

class. Or if the effect is not absolutely constant, its size varies regularly with

circumstances that are essentially connected with the observations. These

errors are called constant or regular. ([5], page 3).

We call today “systematic” Gauss’ “constant or regular” errors. Apart from this

minor terminological change, the concepts are unchanged.

Also, Gauss made it clear that the distinction is not rigorous.

Now it is clear that this distinction is to some extent relative and depends on

how broadly we take the notion of observations of the same class. For exam-

ple, consider irregularities in the graduations of an instrument for measuring

angles. If we need to measure a given angle again and again, then the irreg-

ularities produce constant errors, since the same defective graduation is used

repeatedly. On the other hand, the same errors can be regarded as random

when one is measuring unknown angles of arbitrary magnitude, since there is

no table of errors in the individual graduations. (ibid.)
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3. – From errors to uncertainty

PROBLEM. Given a function U of the unknown quantities V, V’, V”, etc.,

find the mean error M to be feared in estimating U when, instead of the true

values of V, V’, V”, etc. one uses independently observed values having mean

errors m, m’, m”, etc. ([5], p. 33).

Gauss’ problem above is exactly the same any experimenter has to face still today when

performing a measurement, and is the same as described in the Guide to the expression of

uncertainty in measurement, or GUM [8], the current authoritative document as concerns

measurement uncertainty.

In modern terms, we write:

Y = f(X1, X2, . . . , XN ),(1)

to mean that the measurand Y is not observed directly, but as a function of other

quantities that are estimated by observation or by other means.

The quantity estimates are denoted by xi (often, especially in statistics, also X̂i) and

εi = xi −Xi is the error in the i-th estimate.

Gauss’ problem is to find “the mean error to be feared” for the estimate of the

measurand – as we will see, the variance –, given the “the mean errors” of the estimates

of the input quantities.

The solution given in the GUM is still, not surprisingly, the one found by Gauss, and

given here

Solution. Let e, e′, e′′, etc. denote the errors in the observed values of V , V ′,

V ′′, etc., and let λ, λ′, λ′′, etc. be the differential quotients dU
dV , dU

dV ′ ,
dU
dV ′′ ,

etc. at the true values of V , V ′, V ′′, etc. Then the resulting error in U can

be represented by the linear function

λe+ λ′e′ + λ′′e′′ + etc. = E,

provided the observations are precise enough so that we can neglect squares

and products of the errors. From this it follows first that the mean value of

E is zero, since the observation errors are assumed to have no constant parts.

Moreover, the mean error to be feared in this value of U is the square root of

the mean value of EE; that is, MM is the mean value of the sum

λλee+ λ′λ′e′e′ + λ′′λ′′e′′e′′ + etc.+ 2λλ′ee′ + 2λλ′′ee′′ + 2λ′λ′′e′e′′ + etc.

Now the mean value of λλee is λλmm, the mean value of λ′λ′e′e′ is λ′λ′m′m′,

etc. The mean values of the products 2λλ′ee′, etc. are all zero. Hence it

follows that

M =
√
λλmm+ λ′λ′m′m′ + λ′′λ′′m′′m′′ + etc.(2)
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Equation (2) is, notation apart, the same as equation (10) in the GUM. What we

today call pompously “Law of Propagation of Uncertainties”, and for which we even

invented an acronym, LPU, is little more than a minor corollary in Gauss’ great opus.

What is more notable is that this equation is still an excellent tool for a large number of

experimental situation. Of course, as Gauss (and the GUM) point out, errors must be

small, so that the linearization is meaningful and sufficient, and their expectation, the

mean value of E, must be equal to zero (the observation errors are assumed to have no

constant parts). Gauss is explicit about this:

We explicitly exclude the consideration of regular errors from this investiga-

tion. Of course, it is up to the observer to ferret out all sources of constant

error and remove them. Failing that, he should at least scrutinize their ori-

gins and magnitudes, so that their effects on any given observation can be

determined and removed, after which it will be the same as if the errors had

never occurred. Irregular errors are essentially different, since by their nature

they are not subject to calculation. For this reason we have to put up with

them in the observations themselves; however, we should reduce their effects

on derived quantities as far as possible by using judicious combinations of the

observations. ([5], p. 5).

and further on

Thus the errors in the corrected observations have no constant part, a fact

which is actually self-evident. ([5], p. 9).

And this is the main point. Gauss’ equation holds for corrected observation errors.

For this kind of errors, the mentioned assumptions are plausible. But there is a second,

equally important concept in Gauss’ reasoning: all sources of constant errors should be

identified and removed. This statement is, again, echoed in the GUM:

It is assumed that the result of a measurement has been corrected for all

recognized significant systematic effects and that every effort has been made

to identify such effects. ([8], 3.2.4).

To correct for all recognized systematic errors is precisely one of the roles of the

measurement model (1). Any correction aimed to compensate an identified effect should

appear in it as an input quantity.

There is a further condition for equation (2) to work, that is, “The mean values of

the products 2λλ′ee′, etc. are all zero.”, which means that there are no correlations

between any of the input estimates. A generalization for correlated input estimates ([8],

equation (13)) is straightforward [9]. A word of caution is needed here. Correlation

is not between quantities (keeping apart quantum entanglement), nor their estimates,

but rather between the random variables that describe one’s state of knowledge about

them. Therefore, when using the loose wording “correlated quantities” or “correlated

estimates”, it is understood that the meaning is as described above.
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But the real milestone in Gauss’ theory of errors is to have selected the mean squared

error as the loss function, i.e., the function to be minimized when searching for the value

of a quantity from a set of data. The mean squared error of an estimator θ̂ of an unknown

quantity θ, MSE(θ̂), is

MSE(θ̂) = E
[
(θ̂ − θ)2

]
,

where E is the expectation E(X) =
∫
xf(x)dx, f(x) being the probability density func-

tion, PDF, of the random variable (RV) X.

It is easily shown that MSE(θ̂) = VAR((θ̂) +
[
E(θ̂ − θ)

]2
, that is, the variance of the

estimator, usually denoted by σ2(θ̂), plus its squared bias, the constant part of errors in

Gauss’ language. But random errors as those considered in equation (2) have no constant

part, so the mm, m′m′, . . . are just the error variances.

Gauss’ motivation is clear from his own words:

. . . the integral
∫
xxϕxdx(1) taken from x = −∞ to x = +∞ (the mean

square of x) seems most appropriate to generally define and quantify the un-

certainty of the observations. Thus, given two systems of observations which

differ in their likelihoods, we will say that the one for which the integral∫
xxϕxdx is smaller is the more precise. ([5], p. 9).

This somewhat arbitrary decision about the loss function (arbitrariness of which Gauss

was well aware) was dictated essentially by utilitarian considerations, as the simplest non-

negative function of the errors. Laplace had chosen the absolute error as the loss function,

a choice that “resists analytical treatment, while the results that my convention leads to

are distinguished by their wonderful simplicity and generality.” (ibid., p.11).

4. – Modern times

The same choice as Gauss’ was adopted in the Recommendation INC-1 (1980), Expres-

sion of Experimental Uncertainties, issued in 1980 by a Working Group on the Statement

of Uncertainties convened by the BIPM (Bureau international des poids et mesures) upon

request of the CIPM (Comité international des poids et mesures). This recommendation

eventually led to the GUM. The authoritative French text is reproduced in [8], Annex

A.1. For an excerpt in English of the most significant part, see ibid., 0.7. In a nutshell,

1) The uncertainty in the result of a measurement generally consists of several

components which may be grouped into two categories according to the way

in which their numerical value is estimated:

A. those which are evaluated by statistical methods,

(1) The x are here the errors and ϕx is f(x), the PDF; the integral
∫ +∞
−∞ xxϕxdx = mm. The

italics are mine.
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B. those which are evaluated by other means.

2) The components in category A are characterized by the estimated variances

s2i , . . .

3) The components in category B should be characterized by quantities u2j ,

which may be considered as approximations to the corresponding variances,

the existence of which is assumed. The quantities u2j may be treated like

variances . . .

The recommendation marks a great generalization with respect to Gauss’ original

formulation. This generalisation consists in including uncertainty components belonging

to category B in the same formal mathematical scheme conceived by Gauss for random

errors, as I will show in the following part.

Type A evaluations concern cases in which there is a sample of data concerning the

same quantity, so that statistical methods (such as the sample variance of the mean)

can be applied. Errors are assumed to be random, with no constant part, i.e., with

expectation equal to zero. An instance of random error with non-zero expectation is the

so-called cosine error. A method useful to shift its PDF so that the expectation is zero

is exhaustively discussed in the GUM (see [8], F.2.4.4).

In conclusion, if there is a data sample, one can calculate a sample standard deviation

(variance) of the mean, comfortably within Gauss’ theory-of-errors framework.

The generalisation with respect to Gauss’ scheme is in Type B evaluations. Type B

evaluations enable the assignment of a variance even in those cases in which there is no

sample. This possibility, counter-intuitive for many, is a feature of an interpretation of

probability as degree of belief.

Thus a Type A standard uncertainty is obtained from a probability density

function derived from an observed frequency distribution, while a Type B

standard uncertainty is obtained from an assumed probability density func-

tion based on the degree of belief that an event will occur [often called sub-

jective probability]. Both approaches employ recognized interpretations of

probability. ([8], 3.3.5).

So, in the GUM two views of probability coexist. The first sees the probability of an

event as a limit of the relative frequency observed for that event, and is often labelled

as frequentist. The second sees probability as a subjective opinion, or degree of belief,

on the realization of the event; alternatively, and perhaps more generally, a probability

distribution is viewed as as a representation of one’s state of knowledge about the event.

This view of probability is appropriately denoted as subjective.

Subjective probability has a long and rich history in the mainstream of mathematics

and probability, dating back to Bayes [10] and Laplace [6], and developed in modern

times by Keynes [11], Ramsey [12], de Finetti [13, 14, 15] and subsequently by Savage

[16], Jeffreys [17, 18], Jaynes [19], Lindley [20] and many others.
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In its most radical formulation, conceived by Bruno De Finetti and subsequently

championed, among others, by Dennis Lindley, the subjective interpretation of probabil-

ity has been connected with how much one is disposed to bet on an event. Interestingly,

in De Finetti’s view, the assignment of a subjective probability is related with acting

optimally, by minimising a squared error loss function, thus connecting subjective prob-

ability with least squares [21]. Other formulations, mostly due to Jeffreys and followers,

attempt to give an image of objectivity. In this view, the probability distribution de-

scribes a supposedly “objective”, or shared, state of knowledge about the event.

It has become common practice to denote either approaches as Bayesian. The distinc-

tive feature of the Bayesian view of probability with respect to the frequentist is that in

the latter, probability is a sort of physical propensity inherent in the real world, whereas

it is a state of mind in the former. For more on Bayesian epistemology, see [22].

A nice thing is that the mathematics of probability works the same, regardless of the

interpretation of probability. This does not mean that the same problem tackled with

frequentist and Bayesian methods leads necessarily to the same conclusion.

I see Bayesian probability more general than frequentist. First, it allows one to assign

meaningful probabilities to unique events, such as “a nuclear war in the next ten years”.

Second, it nicely includes frequentism. For example, when dealing with a sample of

observations, the observed dispersion of values, expressed quantitatively by the sample

variance, is no doubt an expression of the propensity of the instrument to scatter its

responses to a constant stimulus. At the same time, however, it represents an empirical

piece of knowledge from which one can infer the (personal) uncertainty about the value

of the stimulus. Thus, sample variance of the mean and (squared) uncertainty are com-

pletely different concepts. The sample variance pertains to a real-world population, the

(squared) uncertainty refers to a state of mind. No wonder that their numerical values

do not necessarily coincide. They might, for infinitely large sample, whereas it is well

known that small samples give unreliable estimates of the population variance. Thus,

identifying the sample variance of the mean with the (squared) uncertainty would yield

an unreliable, or uncertain, uncertainty; honestly, a very strange beast. The Bayesian

uses the sample variance of the mean and, taking into account its reliability (represented

by the degrees of freedom), decides how much he would bet on the estimate. His belief is

expressed quantitatively by a standard uncertainty, calculated from the sample variance

and the degrees of freedom, according to a formally rigorous procedure.

In addition, Bayesian probability allows one to blend today’s information (the sample

variance) with prior knowledge (the usual scatter of the instrument, scatter well known

from past usage). In conclusion, in the Bayesian scheme the sample variance is just one

piece of information that contributes, alone or together with other pieces, to form one’s

opinion on how much to bet on the value of the quantity under measurement. For further

discussion on Type A evaluations from a Bayesian viewpoint, see section 9.

Whilst Bayesian probability has a long and respected tradition at large, its adoption

in the comparatively narrow world of metrology is recent, and the path that eventually

led to Recommendation INC-1 was by no means easy. One of the ideas was, and still

is, that systematic errors should be identified and corrected, as already mentioned in
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section 3. As we saw, the idea of “removing” systematic errors was already in Gauss’

mind, but there is no mention in his work of the remaining doubt on how well the

correction has been made. Only a subjective view of probability enables this doubt to be

expressed quantitatively in a rigorous manner, the same that can (and should) be used

to express contributions evaluated statistically. Unfortunately, consistency is realized in

the GUM in the opposite direction, by artificially (and unconvincingly) converting state-

of-knowledge variances into traditional ones. Technically, this task is accomplished by

attaching (subjectively evaluated!) degrees of freedom to state-of-knowledge variances.

It should be evident that such a solution does not work. Yet, a 2014 attempt at

revising the GUM in the “right” direction [23] failed due to rejection from the user’s

community [24].

Coming back to Resolution INC-1, it has great merits, as it prescribed a unified

treatment of random and systematic contributions to uncertainty. To have an idea of

the debate at those times, see [25]. However, a clear view of a unified treatment came

only later, with a seminal paper on a Bayesian theory of uncertainty [26].

5. – True value

Gauss’ concept of error given above implies that “objects in nature” possess “mag-

nitudes”. In the currently leading mathematical description of Nature this magnitude

of an object, or value of a quantity, as we preferably write nowadays, is represented

by a point on a one-dimensional, metric or coordinate space <1, i.e., by a real number

multiplied by a unit. By writing m one means the generic quantity “mass”, mathemat-

ically represented by a non-negative variable (presumably with an upper bound). By

writing me one means the specific value “rest mass of the electron”, mathematically

represented by a specific value of the variable m, i.e., by a point in <1. This repre-

sentation implies the the rest mass of the electron is believed to have a unique, albeit

unknown, true value, or simply value. Incidentally, our present best estimate of it is

m̂e = 9.109 383 701 5× 10−31 kg [27], where I have used the common “hatted” notation

for an estimate, just to emphasize that this is not (the true value of) me. However, we

are confident that me lies somewhere close to m̂e, and are able to quantify both how

close it lies and how confident we are in this statement. Specifically, it is believed that

m̂e − 0.000 000 028× 10−31 kg ≤ me ≤ m̂e + 0.000 000 028× 10−31 kg with a probability

P ≈ 0.68. A good way to admit our incomplete knowledge, and to quantify it. This

quantification is enabled by two key factors: first, data, many data, coming from several

experiments around the world and suitably processed to obtain a consensus value (for an

exhaustive discussion, see [28]). Second, probability theory, the master tool to quantify

one’s confidence in a statement.

6. – Digression on the International System of Units

The case of me is just one, among many others, illustrating the impact of the revision

of the International System of Units, SI, on the fundamental constants. The revised SI
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came into force on 20 May 2019, following a landmark resolution of the XXVI General

Conference on Weights and Measures [29]. In the revised system, all the seven base units

are defined in terms of as many invariants of nature, most of them fundamental phys-

ical constants, such as the elementary charge e, the Planck constant h, the Boltzmann

constant k, the Avogadro constant NA [30]. These invariants were given exact values,

with zero uncertainty. There was a precedent, when the speed of light in vacuum c0 was

given an exact value in 1983 and the unit of length, the metre, was defined in terms of it

([31], Appendix 1). The advantages introduced by the 2019 epochal change with respect

to the past are immense and largely outperform a few minor disadvantages. Among the

advantages, the uncertainties of many other fundamental constants, functionally con-

nected to the fixed foundational constants, decreased considerably by the simple fact

that other constants to which they are connected became exact. The uncertainty of the

electron mass, prior to the SI revision, was u(me) = 0.000 000 11× 10−31 kg [28]. Com-

paring the relative standard uncertainties, it is a shift from 1.2× 10−8 to 3× 10−10, an

improvement of almost two orders of magnitude. Of course, there is nothing magical in

this, the uncertainties having been simply re-distributed in a way closer to our vision of

nature. For a historical perspective, a review of the changes involved in the SI revision,

and further relevant literature, see [32, 33].

7. – Bridgman and the operationalism

In 1927, P W Bridgman published his book The Logic of Modern Physics ([34], freely

downloadable). Bridgman was an experimental physicist who was awarded the 1946

Nobel Prize “for the invention of an apparatus to produce extremely high pressures,

and for the discoveries he made therewith in the field of high pressure physics” [35].

He was also a deep and analytical thinker and applied his qualities to the discussion of

the foundations of physics, eventually becoming one of the most influential philosophers

of science not only in the field of physics but also, perhaps especially and certainly

unexpectedly to himself, in the fields of experimental psychology, social science and life

sciences in general.

The essence of Bridgman’s reasoning is that any concept, be it mental or physical,

should be defined through the operations needed to identify (or measure) it. Therefore, a

set of operations defines the concept. “The concept is synonymous with the corresponding

set of operations.” ([34], p. 5). Such a general attitude became known as operationalism,

and the position of defining a concept (or a physical property or quantity) in terms of a

set of operations as operational definition.

Bridgman explicitly acknowledges that his investigation was stimulated by Einstein’s

famous critique of the then current concept of simultaneity, analysis that led Einstein

to the relativity theory. Einstein analyzed the concept of simultaneity in terms of the

operations needed to assess it, coming to the conclusion that simultaneity is not an

absolute, but a relative concept, depending on the reference frames of the observer(s) of

the supposedly simultaneous events. It could be said that an operational definition of

simultaneity triggered the development of the relativity theory.
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Bridgman applied the same technique to the concept of length, highlighting the ex-

istence of many sets of operations depending on the size of the length to be measured,

from the atomic level to stellar distances. One of the consequences of his analysis is that

quantities (I would say measurands) so different in size should in principle be consid-

ered different in quality, as the set of operations necessary to measure them is different.

The same consideration applies to the same measurand, measured according to different

measurement principles and thus to different measurement setups and procedures.

Incidentally, this argument is relevant, again, to fundamental constants and, perhaps

less interestingly, to inter-laboratory comparisons. In these cases, and especially in the

former, various measurement principles happen to be used. Each of these corresponds

to an individual realization of the measurand. It is not necessarily true that all these

different realizations are equivalent, which can explain (a part of) the scattering of data

that is usually observed in such exercises. For an exhaustive review of the techniques

useful to form a consensus value and the associated uncertainty from a set of consistent or

inconsistent data, see [36]. For a related software implementing some of these techniques,

see [37].

The discussion of the concept of length (other quantities and concepts are discussed

by Bridgman, but length became indisputably the most famous and frequently-cited)

includes as well the case of an elementary measurement using a calibrated rod. Here,

Bridgman shows what any practitioner knows (or should know), that is, that many effects

influence the measurement and its result, so that even such a simple measurement, when

scrutinised operationally, is not simple at all.

“From a very direct concept we have come to a very indirect concept with a most

complicated set of operations.” ([34], p. 16).

Eventually, following the operational definition through to its extreme consequences,

the result is discouraging:

“If we stick to the concept of length by itself, we are landed in a vicious circle. As a

matter of fact, the concept of length disappears as an independent thing, . . . ” ([34], p.

22).

The two quotations above embody the twofold relevance of Bridgman’s views to our

discussion on measurement uncertainty, and to measurement in general. First, the oper-

ational analysis excludes the possibility of direct measurements. Even when one compares

a rod to the length on an item, a measurement model needs to be established containing

the details of the measurement. Maybe the accuracy requested (sometimes called target

uncertainty) is such that the effects of all these details are negligible compared to it, yet

the measurement model conceptually is in place, and cannot be eliminated.

Second, the very concept of true value, so needed by the mathematics we use to

obtain measurement results, is questioned. If the specification of the measurand cannot

be carried to its ultimate step, it cannot be complete, and the concept of true value

vanishes into “a twilight zone, a penumbra of uncertainty, into which we have not yet

penetrated.” ([34], p. 33). For sure, by penumbra Bridgman intended what we know as

measurement uncertainty (“The penumbra is to be penetrated by improving the accuracy

of measurement.” ([34], p. 34). However, a misinterpretation of this passage might
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conclude that the penumbra derives from the impossibility of completely defining the

measurand, thus constituting an impenetrable limit to any measurement.

Despite my search, I could not identify who came (and when) to the conclusion

described above, crystallizing the concept in a definitional uncertainty defined as “com-

ponent of measurement uncertainty resulting from the finite amount of detail in the

definition of a measurand” ([38], definition 2.27). Note 1 to the definition reads “Def-

initional uncertainty is the practical minimum measurement uncertainty achievable in

any measurement of a given measurand.” The definition is taken from the authoritative

International Vocabulary of Metrology — Basic and General Concepts and Associated

Terms, known as the VIM.

Whilst the concept of definitional uncertainty may have a value in a philosophical

context, it poses a problem in the evaluation of measurement uncertainty, of which it is

claimed to be a component. Actually, it is the only component of measurement uncer-

tainty for which there are no known tools able to quantify it, even subjectively. How can

be evaluated the amount of penumbra implied by the incomplete definition of the mea-

surand? How is it possible to quantify the incompleteness of the measurand definition?

I tend to consider definitional uncertanty as an unknowable (idealised?) concept, that

is much less useful than other idealised concepts. The GUM discusses to some extent

the uncertainty arising from the incomplete definition of the measurand, ([8], 3.1.3 and

Annex D), but there is not even a single mention of it in the mathematical treatment.

The only appearance in an example ([8], H.6) looks weak and artificial.

Yet, a practical solution to the problem of an ill-defined measurand exists, is clearly

indicated in the GUM (and regularly overlooked), and has been put in practice in at least

one exemplary case. An ill-defined measurand, such as the length of a table, or the stature

of blonde persons, or the distance from Varenna to Paris, or the atomic weight of some

elements, implies a population of values that satisfy the definition. Then, in a correct

setting of the problem two measurands would be defined, one being a location parameter

for the frequency distribution of the population, the other being a scale parameter for that

same distribution (see [8], 2.1). From the corresponding estimates, a state-of-knowledge

probability distribution can be inferred. For an example of ill-defined measurand(s), see

[39], concerning the atomic masses of some elements.

If the former conclusion of Bridgman’s operational analysis – the need for measure-

ment models – is a welcome one, the latter – that there is no true value of a quantity –

poses problems. It would seem that trying to measure anything is nonsense, as the very

quantity of interest does not exist.

“The ’absolute’ therefore disappears in the original meaning of the word.” ([34], p.

26).

Clearly this position, highly respectable in the context of epistemology, would be

paralysing in practical measurements. Yet, it has been the rationale for criticisms against

true value and, as a consequence, measurement error, labelled as unknowable and thus

useless concepts. Echoes of this view can be found in the GUM (see [8], Annex E) and

especially in the VIM, in which an Uncertainty Approach, based on operational concepts,

is contrasted with a traditional Error Approach, based un unknowable concepts (see



Measurement uncertainty – Historical perspective, present status and foreseeable future13

[38], Introduction). For an analysis of the misconception implied by this non-existing

contraposition, see [40] and especially [41], section 6.3.

A point that critics of true value and error do not seem to consider is that estimation

theory [42, 43, 44, 45, 46, 47], on which in turn are based the evaluation of a measurand

value and of the uncertainty about it, is entirely based on the idealised concepts of (true)

value and error. In addition, to the best of my knowledge, no working counterpart based

on operational concepts is known.

For more on Bridgman, see [48, 49].

8. – Definition of uncertainty

Measurement uncertainty as a superordinate concept is defined in the GUM essentially

(although not explicitly) as a measure (any measure) of the scale, i.e., the spread of a

probability distribution. The measure formally adopted is specified in the definition of

standard uncertainty, that reads

standard measurement uncertainty: uncertainty of the result of a measure-

ment expressed as a standard deviation ([8], 2.3.1)

This definition of standard uncertainty is clear in one respect and obscure in another. It is

clear in that, following the Recommendation INC-1 mentioned in section 4, it explicitly

states that the measure chosen to express uncertainty in measurement, be it arising

by the dispersion of experimental data or by incomplete knowledge of a datum, is the

variance (the standard deviation is used only because it has the same units as the relevant

quantity). It is obscure in that the specification of standard deviation (or variance) alone

is meaningless. Actually, the variance is defined as the second moment (about the mean)

of a probability distribution. It is evident that defining standard uncertainty as one

standard deviation, without specifying the probability distribution to which it pertains,

is meaningless. The superordinate definition of measurement uncertainty might suggest

that the distribution is the-state-of-knowledge for the measurand, following measurement

(a true Bayesian would express this as the posterior probability distribution for the

measurand.)

Yet, some ambiguity remains. A frequentist would see the standard uncertainty as

belonging to the frequency distribution of the estimates that would be obtained repeating

the experiment a large number of times, an untenable position, as we saw, yet still widely

followed.

Followers of operationalism, not accepting the concept of true value, interpret this

distribution as a ”set of values being attributed to the measurand” (see [38], definitions

2.9 and 2.26), which in turn implies the existence of a set of true values for the mea-

surand. So, to remove the concept of true value of a measurand, an entire set of true

values is introduced for it (see [38], definition 2.11 and especially NOTE 1.) Again, a

position difficult to understand, yet, the one adopted in the VIM, and the main reason

for the inconsistencies between the VIM and the GUM. Again, estimation theory gives

the appropriate answer. The probability distribution for the measurand fully describes
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one’s opinion on where the value of the measurand lies in <1 (the extension to the case

of more than one measurand being conceptually straightforward). Appropriate tools

of probability theory make it possible to specify the (subjective) probability that the

measurand lies in a given interval.

This interpretation is the same as that described in section 5. The VIM (see NOTE 2

to its definition 2.11 of true value) considers fundamental constants as special cases, that

somehow elude the otherwise comprehensive philosophical framework of operationalism,

or are, in the least, limit cases in which the set of true values consists of just one value.

This position is questionable, in that an operative definition of any measurable constant

implies its realization by means of a real experiment. According to Bridgman, differ-

ent measurement principles (and corresponding experimental systems) measure different

measurands, and this is true also for fundamental constants. So, a true operationalist

should consider fundamental constants as any other measurand, and attach to them as

well a definitional uncertainty. He should accept that the concept of true value is an ide-

alisation also for a fundamental constant. I prefer to extend and use the idealised concept

for all measurands, and treat all measurands as if they were fundamental constants. If a

measurand is ill-defined, there is often a way to find one or more well-defined, relevant

measurands, as outlined in section 7.

As a final comment on the definition of a measurand, it should be considered that

an unambiguous, clear definition is represented by the measurement model given by

expression (1). This is the honest, simple declaration of what the experimenter intends

for the measurand. It might not be the measurand, it is simply his measurand. No more,

no less.

9. – Measures of uncertainty

The appealing feature of mean and variance (the first moment about zero and the

second moment about the mean of a probability distribution, respectively) is that they

propagate in a comparatively simple way. This feature, as we saw in section 3, was

Gauss’ original motivation and is still a major reason to adopt them as a summary of

the measurement result (for some, as the measurement result.) In addition, the rule by

which variances propagate [expression (2)] is distribution-free, that is, it works for any

underlying distribution. This is of course a limitation as well. In principle, it is not

possible to specify the probability that the measurand lies in a given interval, although

often it is possible to specify an approximate probability, which in most cases is sufficient.

A negative feature of moments is that they may not exist, or be undefined. A classic

example is the Cauchy distribution, which is encountered in many physical processes and

is also the ratio of two Gaussian distributions, the latter occurrence being non-infrequent

in modelling a measurement. Also the variance of the Student-t distribution, being equal

to ν/(ν−2), where ν is the (non necessarily integer) degrees of freedom, is finite only for

ν > 2, being otherwise infinite or undefined (see any textbook of mathematical statistics,

for example, [43]).

In addition, the corresponding sample statistics, the sample mean and the sample
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variance of the mean, can be unreliable, especially when the sample is small. This is due,

in general, to issues of robustness against outliers (see [50, 51, 52]) and for the sample

variance, in particular, to its asymmetric distributional properties, by which, the smaller

the sample, the more likely it is that the produced values are low with respect to the

population variance.

There is a further, usually overlooked drawback, when the standard uncertainty is

concerned rather than its square. Standard uncertainty is defined in terms of standard

deviation, rather than variance, essentially to have uncertainty expressed in the same

units as the estimate and the measurand. This choice responds to needs of practicality,

such as enabling relative uncertainty, widely used, ease of visualisation and comparability.

However, since the sample variance s2 is an unbiased estimator of the population variance

σ2, i.e., E(s2) = σ2, and since the square root is a non-linear operator, E(s) 6= σ, that is,

the sample standard deviation is a biased estimator of the population standard deviation.

In particular, since Var(s) = E(s2) − [E(s)]2 and Var(s) ≥ 0, one has E(s) ≤ σ, i.e.,

the sample standard deviation is on average biased downwards. Thus, identifying the

standard uncertainty u(x) with the sample standard deviation of the mean yields a too

small standard uncertainty. In the frequentist framework, the bias can be eliminated

with a distribution-dependent correction. In a Bayesian framework, the sample variance

of the mean is used, together with its degrees of freedom, to calculate a standard deviation

for the corresponding state-of-knowledge distribution, i.e., a Student-t distribution (for

a Gaussian population). In conclusion, u(x) =
(

n−1
n−3

s(x)2

n

)1/2
, where n is the number of

observations in the sample, is an appropriate Type A measure of uncertainty.

The choice of the state-of-knowledge standard deviation above as the standard un-

certainty for Type A evaluations was negatively received by the metrological community

for being too large with respect to the current one, the sample standard deviation of the

mean, and for the constraint n > 3. As to the first criticism, it is not that expression

that provides too large values, but rather the current one that gives too smal values, as

we saw. As to the second criticism, it is true that most calibration laboratories, including

National Metrology Institutes, do not take more than two or three observations during

routine calibrations, unless automatic instruments are available. In such cases, however,

the standard uncertainty associated with the mean of the observations is typically not

based on the current sample, but rather on the known performance of the instrument

that is used. The performance has been checked with extensive tests producing large

samples, whose variance is reliable. The variance of the current, small sample is just

used to check that the process is under control. The values reported in calibration cer-

tificates for a given measurand are usually fixed and coincide with the calibration and

measurement capability of the laboratory for that measurand.

A formally rigorous way to blend the (well-known) historical performance of the in-

strument with its (poorly known) current one is through the Bayes-Laplace rule [45].

The implementation of Bayesian inference in routine laboratory activity is probably too

difficult a task. Attempts to provide simple formulas have been made [53, 54, 55]. For

a discussion of various methods of evaluating input uncertainties, especially concerning
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Type A evaluations, see [56, 57].

Location and scale measures other than moments, such as quantiles, might also be

considered. The appealing feature of quantiles as location and scale parameters of a

distribution is that they always exist. In addition, the corresponding sample statistics

are generally more robust against outliers than those for moments [50, 51, 52]. The

median is widely used as location parameter in the scientific literature, especially in the

life sciences. A negative feature is that no simple propagation law exists for quantile-based

measure of uncertainty, similar to that found by Gauss for variances. This is a major

obstacle to a wide adoption of such measures for estimate and uncertainty. However,

work is in progress in this field [58].

10. – Broader view of measurement and measurement uncertainty

Quantities are considered a subset of the greater set of properties. Quantities are

characterized by a magnitude, and are measurable in terms of a number and a reference,

typically a measurement unit ([38], definition 1.1). Nominal, or, qualitative properties

have no magnitude. The VIM specifies that measurement only applies to quantities ([38],

NOTE 1 to definition 2.1). So, strictly speaking, the concept of measurement uncertainty

as defined in the VIM and the GUM is not applicable to examination. However, exami-

nation, the process of assigning a (non-numerical) value to a property, i.e., to classify it

in a given category, is possibly as widespread as measurement.

The debate is alive on whether the definition of measurement should be extended to

include examination of nominal properties – a prominent National Metrology Institute

such as the National Institute of Standards and Technology, NIST, US, has no doubts

on this, it should! – see [59, 60].

Independent of the debate on formal aspects, awareness is rapidly growing that ex-

aminations as well are not perfect, and errors are possible and should be quantified in

some way. So the concept of examination uncertainty is gaining grounds and actions

should be taken to develop or adapt suitable mathematical tools able to quantify ex-

amination uncertainty. These tools already exist: nominal properties can be described

mathematically as categorical variables, whose discrete probability distributions are cate-

gorical distributions. There is a huge literature on categorical variables (an authoritative

reference is [61]), so that an extension of measurement uncertainty to include examina-

tion would seem straightforward. This is not the case, essentially because of the current

definition of measurement uncertainty as a number (parameter in the formal definition).

The results of examinations are not numbers, as the sample space for an examination

is not metric, although numbers can be assigned to its elements as convenient labels.

Accordingly, the concepts of location and scale parameters do not apply to categorical

probability distributions. Therefore, a different, broader definition of measurement un-

certainty is needed. Definitions of this kind have been suggested in terms of the whole

probability distribution for the measurand (or examinand) [62, 63]. Even more generally,

uncertainty is defined as doubt, although not formally, in the GUM itself ([8], 2.2.1) and

more explicitly in the NIST Simple Guide for Evaluating and Expressing the Uncertainty
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of NIST Measurement Results ([64], section 3). Under this general umbrella provided by

a doubt-based definition of uncertainty, various options can be suggested to quantita-

tively express examination uncertainty. The full probability distribution is of course the

most complete description. Entropy has been suggested as a possible summary ([64], 3c).

Another possibility could be to specify the categories with the highest probabilities, thus

including the mode as the estimate for the examinand, and the associated probabilities,

so that the probabilities of the selected categories sum up to (no less than) a prescribed

value, say, 0.68, or 0.95. This would probably be helpful in taking subsequent decisions,

based on the examination. I suspect that subjectivity plays a great role in examinations.

In this respect, expert elicitation is the ideal tool to give a rigorous shape to the resulting

probability distribution [63].

11. – Conclusion

Sometimes I ask myself whether it is sensible to devote so much time and effort

at the international level for something that usually, in its current form, is reported

with just two significant digits. A similar question was posed to me years ago by a

Nobel laureate also lecturing at the Varenna school. After so much time and effort, one

would imagine that the topic is now mature and stable. Yet, even at the normative level

inconsistencies and misconceptions remain unresolved. In addition, the fields in which the

evaluation of measurement uncertainty is becoming a requirement are rapidly increasing

and differentiating. There is therefore a continuous need for adapting and modifying the

existing tools, and finding new ones in order to meet all these requirements.

At the end of the day, uncertainty remains an uncertain matter.
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13. – Afterword

When I started writing this paper, I had to face a difficulty which is, I imagine, typical

of those who lecture repeatedly on the same topic at the Varenna summer school. My

lecture was essentially the same as that of the previous edition of the school (things do

not move that fast in the field of uncertainty), but the paper could not be the same. So, I

decided to try something different. It is often heard that Gauss is the father of the theory

of errors, but I had only confused ideas about his contribution beyond the probability

distribution that carries his name. So, I went first to the original Gauss’ writings. I
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was soon fascinated by the many, so often tightly intertwined contributions that led to

our current views on uncertainty, and to the equally intricate misunderstandings about

it. Therefore, I tried to understand the reasons for the demonisation of terms such as

error and true value, and the resulting contraposition of the uncertainty approach against

error approach. So, I went to Bridgman and his operationalism. I tried also to give an

overview of more recent developments in the field. The reader is invited to take this

as an intellectual journey of the author, in an attempt to clarify to himself the present

situation. The reader curious about measurement uncertainty in general has at disposal

a vast literature. The student who attended the 2019 Varenna summer school can refer

to [65] for a good reproduction of my 2019 talk. Also see [50, 40, 66, 41].

My cats Gin&Fizz contributed in part to this paper, by walking at random on the

keyboard. However, the responsibility for any blunder, typo, mistake or misconception

is entirely mine.
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