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for the direct comparator standardization method of Instrumental Neutron
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A B S T R A C T

A comprehensive model equation for the measurement of elemental mass fractions in solid materials using the
direct standardization method of Instrumental Neutron Activation Analysis was developed. The extensive
modelling established for the single comparator standardization was revised and changed for the direct stan-
dardization to obtain a complete mathematical description of the measurand by physical and chemical quantities
having dimensions in SI units. The model equation is presented both in case measurement and standard samples
are measured in the same γ-counting position and in different γ-counting positions. The first was successfully
applied for the quantitative determination of As mass fraction in a seafood matrix with a percent level relative
uncertainty. The SI traceability of the result is established by a traceable standard via the measurement equation
and the uncertainty budget compiled to highlight the input quantities that contribute most to the combined
uncertainty.

1. Introduction

In 2007, the Consultative Committee for Amount of Substance:
Metrology in Chemistry and Biology (CCQM) has acknowledged the
direct comparator standardization method of Instrumental Neutron
Activation Analysis (INAA), hereafter called rel-INAA method, fulfilling
the definition of a primary ratio method [1–3].

The basis for recognition is that the operation of the rel-INAAmethod
can be completely described by a measurement equation linking the
amount of substance value to measured quantities that can be expressed
in terms of SI units, as well as their uncertainties. Accordingly, the
method has the potential to establish the first link in the chain of
traceability to SI for amount of substance values of specified major,
minor or trace chemical elements in complex matrix reference materials
[4].

Fundamental principles and metrological characteristics of NAA
have been recalled in a review published in 2011 by Greenberg et al. [5]
which also includes the measurement equation adopted to obtain the
acknowledgement of rel-INAA as a potential primary ratio method.
Based on this equation, a list consisting of 30 uncertainty components
divided into three groups depending on the operation stage, i.e. (i) pre-

irradiation, (ii) irradiation and (iii) γ-ray spectrometry, is reported and
discussed.

Although all sources contributing to the uncertainty are discussed in
fine details, their modelling by input quantities in the measurement
equation is limited. This is the case of (i) neutron self-shielding and flux
gradient, (ii) neutron energy spectrum, and (iii) γ-ray self-absorption,
counting position and geometry which are grouped in (i) neutron flu-
ences, (ii) effective cross sections and (iii) counting efficiencies ratios,
respectively. As a result, the actual use of the proposed measurement
equation required further developments.

Aiming at a general improving of the modelling available for the
direct comparator standardization method, we revised the measurement
equation developed for the single comparator standardization method
[6] of INAA, called k0-INAA, to exploit the possibility of using it for the
rel-INAA method when the comparator element corresponds to the
element of interest, hereafter called analyte.

Nowadays, the k0-INAA method is used at the highest metrological
levels in CCQM key-comparisons of mass fraction determination of trace
elements in complex matrices [7]. The use of the comparator element,
also called monitor, to quantify any analyte via the corresponding k0-
value, required a lot of effort in modelling fundamental principles of
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neutron activation and γ-ray counting. The method was firstly proposed
by Simonits et al. in 1975 [8] and later extensively developed by De
Corte [9] to take full advantage of the multi-elemental features of INAA.

In this paper, we present the development of a comprehensive
measurement equation for the rel-INAA method implementing the
detailed modelling adopted in the k0-INAA method. Results obtained
using the measurement equation in an experiment carried out to quan-
tify As mass fraction in a seafood matrix within the framework of an
international supplementary comparison are also given.

2. The measurement equation

According to the equation model developed for the k0-INAA method,
the mass fraction of an analyte in a cylindrical measurement sample
which is co-irradiated with a monitor in a cylindrical standard sample is

wsmp (a) =

⎛

⎜
⎜
⎜
⎝

λ (np/COI)(tc/tl) eμ(1− tl/tc)

(1− e− λ ti )(1− e− λ tc )

⃒
⃒
⃒
⃒
smp (a)

λ (np/COI)(tc/tl) eμ(1− tl/tc)

(1− e− λ ti )(1− e− λ tc )

⃒
⃒
⃒
⃒
std (m)

e(λa − λm) td std (m)+λa Δtd 1
kβ

×
k0 Au(m)

k0 Au(a)

Gth std (m) +
Ge std (m)

f
Q0 m(α)

Gth smp (a) +
Ge smp (a)

f
Q0 a(α)

kε

×mstd kbuy (1 − ηstd) wstd (m) − mblk wblk (a)
) 1
msmp

(
1 − ηsmp

) − ΔwU

(1)

where w is the mass fraction, m is the weighted mass, η is the moisture
mass to sample mass ratio, kbuy is the air buoyancy correction factor, λ =

ln(2)/t1/2 is the decay constant of the radionuclide having a half-life t1/2,
np is the number of counts in the full-energy γ-peak (net of the counts
due to background and interfering γ-peaks), COI is the true-coincidence
correction factor, tc and tl are the counting and live times of the γ-ray
detection system, Δtd is the difference of decay times, kβ is the analyte
count rate correction due to vertical gradient of the neutron flux, k0 Au is
the k0 factor with Au being the ultimate comparator, Gth and Ge are the
thermal and epi-thermal neutron self-shielding correction factors, ΔwU
is the mass fraction correction due to radionuclides produced by U fis-
sions in the sample, f is the (conventional) sub- to epi- cadmium neutron
flux, α is the epi‑cadmium neutron shape factor, Q0(α) is the ratio of the
resonance integral (for a 1/Eα neutron spectrum in the epi‑cadmium
energy region) to the thermal cross section and kε is the ratio of
γ-detection efficiencies. Subscripts a and m refer to analyte and monitor
respectively, and smp, std and blk refer to measurement sample, stan-
dard sample and blank, respectively. Furthermore, subscripts smp (a)
and std (m) refer to analyte and monitor in measurement and standard
sample, respectively. Input quantities that are not mentioned in this
work are discussed in [6,10].

It is worth noting that second order effects due to possible vertical
gradients in f are not modeled. In addition, in case of measurement of
very short half-life radionuclides governing the count rate of the
detection system, real time acquisitions algorithms are required to
obtain np values already corrected for dead dead-time. Use of the Eq. (1)
is still possible by setting tc = tl.

Whether the target isotope of the monitor and analyte is the same,
the k0-INAA method turns into the rel-INAA method. Therefore, a rel-
INAA measurement equation can be developed starting from (1). For
that purpose, it is useful to explicitly write the following three terms
k0 Au (m), k0 Au (a), kε, and kbuy:

k0 Au(m) =
MAu θEi std (m) γm σ0 m

Mstd (m) θAu γAu σ0 Au
and k0 Au(a) =

MAu θEi smp (a) γa σ0 a

Msmp (a) θAu γAu σ0 Au

(2)

where θiE is the amount fraction of the target isotope
iE,M =

∑
iθiEMiE is

the molar mass of the target element, γ is the γ-ray yield of the produced
and detected radionuclide and σ0 is the thermal neutron cross section of
the target isotope,

kε = kεΔE kεΔd kpos kgeo ksa (3)

where kεΔE = e
∑6

j=1
aj(E2− j

m − E2− j
a ) is the monitor-to-analyte efficiency ratio

of γ-rays emitted at energy E at reference position, kεΔd is the analyte
reference-to-counting and monitor counting-to-reference efficiency ra-
tios product, kpos and kgeo are monitor-to-analyte efficiency correction
ratios due to actual sample positioning and extended cylindrical sample
geometry, respectively, and ksa is the monitor-to-analyte γ-ray self-
absorption correction ratio; details of the modelling developed for kε
are given in [6];

kbuy =
1+

(
1

ρstd
− 1

ρc

)

ρa

1+

(
1

ρsmp
− 1

ρc

)

ρa
(4)

where ρstd, ρsmp, ρc and ρa are densities of standard sample, measure-
ment sample, reference weight (used to calibrate the balance) and air,
respectively [11].

After replacing (2) and (3) in (1), dropping subscript a and m,
simplifying and rearranging we obtain the measurement equation for
the rel-INAA method:

wsmp =

⎛

⎜
⎝
np smp

np std

COIstd
COIsmp

tc smp
tc std

tl std
tl smp

1 − e− λ tc std

1 − e− λ tc smp
e

μ

(
tl std
tc std

−
tl smp
tc smp

)

eλ Δtd 1
kβ

×
θiE std Msmp

θiE smp Mstd

Gth std +
Ge std

f
Q0(α)

Gth smp +
Ge smp

f
Q0(α)

kεΔd kpos kgeo ksa

×mstd kbuy (1 − ηstd) wstd − mblk wblk
) 1
msmp

(
1 − ηsmp

) − ΔwU

(5)

where

COI =

(

1 −
∑

i
Floss(i)

) (

1+
∑

i
Fsum(i)

)

(6)

is obtained from a pool of functions Floss and Fsum evaluating loss and
summing effects caused by cascade emissions i involved in a true-
coincidence with the detected γ-ray. Details for calculating Floss and
Fsum are given in [6];

Δtd = td smp − td std (7)

is obtained from decay times, td, calculated from the neutron irradiation
end to the γ-ray counting start;

kβ = 1+ βΔl (8)

G. D’Agostino and M. Di Luzio
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is obtained from the vertical count rate gradient per unit distance, β, and
the distance between center of mass of the measurement sample and
standard sample within the irradiation container, Δl. To reach the best
accuracy we bracket the measurement sample with two standard sam-
ples (see Fig. 1). Under the assumption of a linear gradient, we adopt the
formula β =

Γsp std (up)/Γsp std (down) − 1
ΔL , with Γsp std (up) and Γsp std (down) being

(mass) specific γ-ray emission rates of the two standard samples and ΔL
their vertical distance (the Cartesian coordinate axis originates at the
bottom of the irradiation channel and is oriented upwards);

Gth =
1

1+

(
zth
z0 th

)pth (9)

is obtained from dimensionless variables pth, z0 th and zth, according to
thermal neutron self-shielding modelling proposed by Martinho et al.
[12] occurring in a cylindrical sample with massmsmp, radius r, height h,
and composed of a number of elements Ej with mass fraction wEj having
thermal absorption and scattering cross sections σab Ej =

∑
iθiEj

σab iEj
and

σsc Ej =
∑

iθiEj
σsc iEj

, respectively. Specifically, pth = 1.061(4), z0 th =

0.635(2) and zth =
msmp NA
π r (r+h)

∑

j

wEj σT Ej
Mj

(
σab Ej
σT Ej

)0.85

, with σT Ej = σab Ej +

σsc Ej . Values for σab iEj
and σsc iEj

are reported in [13]. Here and hereafter
digits in parenthesis represent standard uncertainty;

Ge =
A1 − A2

1+

(
ze
z0 e

)pe + A2 (10)

is obtained from dimensionless variables A1, A2, pe, z0 e and ze, ac-
cording to epithermal neutron self-shielding modelling proposed by
Goncalves et al. [14] occurring in a cylindrical sample with mass msmp,
radius r, height h, and having the target analyte element as a major
component. Specifically, A1 = 1.000(5), A2 = 0.060(11), pe = 0.82(2),

z0 e = 2.70(9) and ze = 1.65
msmpwE θi ENAσtot(Eres)

M π r (r+h)

̅̅̅̅̅̅̅̅̅̅
Γγ

Γγ+Γn

√
, with σtot(Eres) the

resonance neutron cross section of the target isotope, Γγ and Γn the
radiative and neutron resonance widths of the target isotope, respec-
tively. Values of σtot(Eres), Γγ and Γn are reported in [14] for 197Au, 59Co,
63Cu, 115In, 55Mn and 183Re. For the remaining target isotopes, σtot(Eres)
can be worked out form tabulated data of total neutron cross sections
available in [15] while updated values of Γγ and Γn are reported in
[16,17];

Q0(α) =
Q0 − 0.429

Eα
r

+
0.429

0.55α (1+ 2α) (11)

is obtained from the ratio of the resonance integral (for a 1/E neutron
spectrum in the epi‑cadmium energy region) to the thermal cross sec-
tion, Q0, and effective resonance energy Er, reported in [18];

kεΔd = e
∑6

i=1
(bi − b’

i)E
2− i

(12)

is obtained from fitting parameters bi and b́i following the character-
ization of the γ-ray detection system carried out at nominal counting
positions with a set of reference sources covering a suitable energy
range;

kpos =
(

dstd − d’
0 std

dstd + δdstd − d’
0 std

)2
(

dsmp − d’
0 smp

dsmp + δdsmp − d’
0 smp

)− 2

(13)

is obtained from the distance between the nominal counting position
and the detector end-cap, d, the distance between the point-of-action
within the detector crystal and the detector end-cap, d0́, and the
(small) distance difference between the actual counting position and its
nominal counting position, δd (see Fig. 2). The methodology adopted to
obtain d0́ is described in [6]. The actual counting position is defined at
the bottom surface of the sample (the Cartesian coordinate axis origi-
nates at detector end-cap and is oriented upwards);

kgeo =
(

1+
hstd

dstd + δdstd − d’
0 std

)− 1
(

1+
hsmp

dsmp + δdsmp − d’
0 smp

)

(14)

is obtained from d, d0́, δd and the height of the cylindrical sample, h;

ksa =
(
1 − e− νstd hstd ρstd

νstd hstd ρstd

)(
1 − e− νsmp hsmp ρsmp

νsmp hsmp ρsmp

)− 1

(15)

is obtained from h, mass attenuation coefficient, ν, and ρ of the sample,
according to the γ-ray self-absorption modelling proposed by Debertin
et al. [19] occurring in a cylindrical sample with height h and consisting
of a number of elements Ej with mass fraction wEj and mass attenuation
coefficient νEj . Specifically, ν =

∑

j
wEjνEj ; values for νEj are reported in

[20].
It is worth noting that the uncertainty reaches the ultimate minimum

when measurement and standard samples are counted at the same
nominal counting position. Accordingly, dstd = dsmp = d, dʹ

0 std =

d0́ smp = d0́ and bi = bí. Eqs. (12), (13) and (14) simplify to

kεΔd = 1

kpos =

⎛

⎜
⎜
⎝

1+
δdsmp
d− dʹ

0

1+
δdstd
d− dʹ

0

⎞

⎟
⎟
⎠

2

kgeo =

⎛

⎜
⎜
⎝

1+
δdstd
d − dʹ

0

1+
δdsmp
d − dʹ

0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

1+
δdsmp + hsmp

d − dʹ
0

1+
δdstd + hstd

d − dʹ
0

⎞

⎟
⎟
⎠

(16)

Additionally, COIstd = COIsmp since the same γ-ray is counted at the
same position. As a result, following further simplifications, the mea-
surement equation for the rel-INAA method (5) becomes

Fig. 1. Position of the measurement (smp) and standard (std) samples within
the irradiation container.
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wsmp =

⎛

⎜
⎝
np smp

np std

tc smp
tc std

tl std
tl smp

1 − e− λ tc std

1 − e− λ tc smp
e

μ

(
tl std
tc std

−
tl smp
tc smp

)

eλ Δtd 1
kβ

×
θiE std Msmp

θiE sm Mstd

Gth std +
Ge std

f
Q0(α)

Gth smp +
Ge smp

f
Q0(α)

×

⎛

⎜
⎜
⎝

1+
δdsmp
d − dʹ

0

1+
δdstd
d − dʹ

0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

1+
δdsmp + hsmp

d − dʹ
0

1+
δdstd + hstd

d − dʹ
0

⎞

⎟
⎟
⎠

×

(
1 − e− νstd hstd ρstd

νstd hstd ρstd

)(
1 − e− νsmp hsmp ρsmp

νsmp hsmp ρsmp

)− 1

×mstd kbuy (1 − ηstd) wstd − mblk wblk
) 1
msmp

(
1 − ηsmp

) − ΔwU

(17)

The corresponding measurement equation when measurement and
standard samples are counted in different nominal counting positions is
reported in Appendix A.

3. Experimental

The developed measurement Eq. (17) was used to measure the mass
fraction of As in a seafood matrix (freeze-dried shrimp powder) within
the framework of the APMP.QM-S19 supplementary comparison

organized by the Government Laboratory, Hong Kong, China (GLHK).
The neutron activation analysis was carried out using 75As as the

target isotope to produce 76As (t1/2 = 26.2 h) via (n,γ) reaction. Nine
measurement samples of the shrimp powder, about 550 mg mass each,
were taken from the bottle provided for the comparison and pressed by a
manual hydraulic press to obtain cylindrical tablets with 10 mm diam-
eter and 6.5 mm height. After inspection for visible cracks, tablets were
placed in cleaned polyethylene irradiation vials and weighted on a
calibrated analytical balance. Barometric pressure, temperature and
relative humidity were recorded to calculate the buoyancy correction
factor. An additional shrimp powder sample was pressed into a tablet
with the same procedure and its height was measured by a caliper and
adopted for all the tablets.

The moisture mass to sample mass ratio was evaluated at the same
time of tableting by weighing and drying 3 additional shrimp powder
samples, 1 g mass each, in a desiccator (anhydrous calcium sulphate) for
more than 10 days. The dry mass was calculated by applying a correc-
tion to deal with the moisture gained back while the shrimp powder
sample was lying on the balance plate during mass measurement.

A mono-elemental As solution with SI traceable 10 mg g− 1 mass
fraction (NIST SRM 3103a) was diluted 1:10 and used to prepare 12
standard samples. A 30 μL volume of the diluted solution was pipetted
on a 6 mm diameter absorbent paper disk previously attached to a 10
mm diameter polyethylene adhesive tape disk. The pipetting process
was gravimetrically performed on the analytical balance. The mass of
the pipetted solution was calculated by applying a correction to deal
with the evaporation while the standard was lying on the balance during

Fig. 2. Position of the measurement sample (smp), left-hand side, and standard sample (std), right-hand side, with respect to the detector end-cap and HPGe crystal
(indicated by the mesh).
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mass measurement. Before sealing the standard with a second 10 mm
diameter polyethylene adhesive tape disk, the solution was completely
evaporated under a fume hood.

Measurement and standard samples were distributed in 3 poly-
ethylene irradiation containers, 3 measurement samples and 4 standard
samples each, as represented in Fig. 1. The height of the irradiation vial
holding the measurement sample was measured by a caliper and taken
as distance between the two standard samples bracketing the measure-
ment sample while the distance between center of mass of the mea-
surement sample and the bottom standard sample is calculated from
dimensions of the irradiation vial and measurement sample height.

The neutron irradiation was performed in the TRIGA Mark II reactor
of the University of Pavia. The polyethylene irradiation containers were
placed in cartridge cases and sent to different channels of the Lazy Susan
facility. The neutron exposure lasted 6 h at the maximum 250 kW power.

Measurement and standard samples were extracted from their car-
tridge cases on the second day after the end of irradiation and placed in
γ-counting containers. Measurement samples were left in their irradia-
tion vials while standard disks were inserted in polyethylene vials
identical to those of the measurement samples. Gamma spectrometry
was performed with a HPGe detector (ORTEC GEM50P4–83, United
States, 50% relative efficiency, 1.9 keV full-width half maximum at
1332.5 keV energy) extensively characterized in terms of channel en-
ergy and efficiency using a mix of single nuclide γ-sources with SI
traceable activities. All measurement and standard samples were
counted twice, the first at 80 mm nominal counting position and the
second at 40mm. The acquisitions were performed at fixed real counting
time, ranging from 30min to 70min, in order to complete the γ-counting
of the whole series of samples and standards within a single work day.

Collected γ-spectra of measurement and standard samples were
elaborated with HyperLab 2014 software (HyperLabs Software,
Hungary) to obtain the number of counts in the 559.1 keV full-energy
γ-peak emitted by 76As (Fig. 3).

Elaborated data were processed using the homemade developed Rel-
INRIM software, implementing the measurement Eq. (17) to produce
uncertainty budgets of elemental mass fraction based on the Kragten
spreadsheet approach [21], in full agreement with the ISO GUM rec-
ommendations [22]. The output uncertainty budgets are compiled in
stand-alone and user-adjustable spreadsheets on an individual mea-
surement sample basis using a single γ-spectrum and a single energy
emission of the produced radionuclide. Uncertainty budgets on an in-
dividual measurement sample basis using multiple γ-spectra and mul-
tiple energy emissions can be obtained by suitably combining the
compiled uncertainty budgets. The uncertainty budget for the total
average mass fraction of different samples is finally calculated by the
latter.

4. Results and discussion

Eighteen As mass fraction values (two each sample counted at 80 mm
and 40 mm nominal distances from the detector end-cap) were obtained
and the corresponding uncertainty budgets were compiled. Data anal-
ysis showed similar combined uncertainties and comparable contribu-
tions of the input quantities among samples. Accordingly, averages can
be calculated without the use of weight factors.

The impact of the modelling adopted for neutron energy spectrum
and self-shielding, flux gradient, γ-ray self-absorption, counting position
and geometry, moisture and air buoyancy is evaluated by identifying the
corresponding correction factors within the measurement Eq. (17).
Adopted symbols, formulae and percentage error observed in this study
in case of non-correction are reported in Table 1.

The most overriding correction is kd and occurs when the measure-
ment sample is close to the detector; following are kη and kd (when the
measurement sample is far from the detector), kβ and kν, while kf ,G and
kbuy are negligible.

Results are plotted in Fig. 4 both for the 80 mm and 40 mm counting
distance. The averages of the two mass fraction values obtained at the
different distances represent the results on a sample-per-sample basis
and are indicated in terms of standard uncertainty intervals by the gray

Fig. 3. Full γ-spectrum of a measurement sample (shrimp) and zoom of the 76As peak at 559.1 keV.

Table 1
Symbols, modelling equations and names adopted for correction factors, and
observed percentage errors.

Symbol Equation Correction
factor

Perc.
error / %

kf,G Gth std +
Ge std

f
Q0(α)

Gth smp +
Ge smp

f
Q0(α)

Neutron
energy
spectrum and
self-shielding

− 0.03%

kβ
1

1+ βΔl
Flux gradient − 1.1%

kν
(
1 − e− νstd hstd ρstd

νstd hstd ρstd

)(
1 − e− νsmp hsmp ρsmp

νsmp hsmp ρsmp

)− 1 γ-ray self-
absorption

− 0.6%

kd

⎛

⎜
⎜
⎝

1+
δdsmp
d − d́0

1+
δdstd
d − d́0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

1+
δdsmp + hsmp

d − d́0

1+
δdstd + hstd

d − d́0

⎞

⎟
⎟
⎠

Counting
position and
geometry

− 5.3%*

− 8.0%**

kη
1 − ηstd
1 − ηsmp

Moisture − 5.3%

kbuy
1+

(
1

ρstd
−
1
ρc

)

ρa

1+

(
1

ρsmp
−
1
ρc

)

ρa
Air buoyancy − 0.01%

* At 80 mm counting distance.
** At 40 mm counting distance.
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bands; the uncertainty budgets highlighted counting statistics and
counting position and geometry as the two main contributors, as rep-
resented by the histograms plotted in Fig. 5.

Differences of As mass fraction values on a sample-per-sample basis
plotted in Fig. 4 are compatible with the combined uncertainties.
Accordingly, the uncertainty budget of the total average value is ob-
tained starting from 9 individual sample uncertainty budgets without
adding the contribution due to large data scattering. The variance of an
input quantity is calculated by averaging the variances of the same input
quantity in individual sample uncertainty budgets. Only in case of
counting statistics the average variance is divided by the number of
samples. The uncertainty budget of the total average As mass fraction
value is reported in Table 2; quantities whose percentage contribution to
the variance is below 1% have been omitted.

It is worth noting that the uncertainty due to np smp (measurement
sample counting statistics) decreased from 0.0246 μg g− 1 for individual
samples to 0.0082 μg g− 1 for the average of 9 samples. Nevertheless,
np smp still represents the most overriding contributor to the combined
uncertainty, i.e. 30.9%; following are λ, δdstd, δdsmp, wstd, ηsmp and β.

The results for APMP.QM-S19 supplementary comparison for the
determination of As are graphically presented in Fig. 6 [23]; laboratories
1, 16 and 17 have been omitted to zoom on the results closest to the
Supplementary Comparison Reference Value (SCRV), estimated by the
median of the results included in the calculation. The As result obtained
in this study using the rel-INAA method is indicated by INRIM; all other
laboratories used secondary standardization methods of Inductively

Fig. 4. As mass fraction values (left vertical axis) and relative differences from the average (right vertical axis) of 9 shrimp powder samples measured at 80 mm (dots
to the left of gray bands) and 40 mm (dots to the right of gray bands) from the detector end-cap. Error bars and gray bands represent standard uncertainties (k = 1) of
single values and their average (1 sample at two distances), respectively. The center and the upper and lower dashed horizontal lines represent the average (9
samples) and its standard uncertainty (k = 1), respectively.

Fig. 5. Percentage contribution to the combined uncertainty of As mass fraction on individual sample basis due to counting statistics, np smp and np std (light gray),
counting position and geometry, kd (white), and remaining input quantities (dark gray).

Table 2
Result and uncertainty budget of the total average As mass fraction. Input
quantities, units, ranges of values of the input quantities, contribution to the
uncertainty, degrees of freedom and percentage contributions (Index) to the
variance are reported. The expanded uncertainty is calculated at 95% confi-
dence level using the Welch-Satterthwaite formula.

Quantity Unit Range of values Uncertainty DoF Index

X [Xi] min(xi) max(xi) ui(y) / μg
g− 1

νi I / %

np smp 1 9010 12,100 0.0082 30 30.9

λ s− 1 7.34 ×

10− 6
7.34 ×

10− 6
0.0065 30 19.4

δdstd mm 0.4 0.4 0.0061 15 17.2
δdsmp mm 0.4 0.4 0.0059 15 15.9

wstd
μg
g− 1 987 987 0.0040 15 7.5

ηsmp 1 0.0525 0.0525 0.0028 15 3.6

β mm− 1 − 2.62 ×

10− 3
2.33 ×

10− 3 0.0025 15 2.8

Quantity Unit Value Comb. Unc. DoF
Exp. Unc.
(95%)

Y [Y] y u(y) ν U(y)

wsmp
μg
g− 1

1.3336 0.0148 116 0.0293
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Coupled Plasma Mass Spectrometry (ICP-MS), i.e. standard addition
(laboratories 2–6, 8–9 and 11–15) and external calibration (laboratory
10).

The absolute degree of equivalence, di, and its expanded uncertainty
at 95% confidence level, U(di), calculated for the INRIM result are
− 0.008 μg g− 1 and 0.034 μg g− 1, respectively, equivalent to − 0.6% and
2.5% when expressed as percentages relative to the SCRV [24]. The
corresponding U(di)/di ratio is − 0.25 and denotes a successful partici-
pation in the comparison.

The sum of percentage errors observed in this study if correction
factors due to flux gradient, γ-ray self-absorption, counting position and
geometry, and moisture are not applied is − 12.3% or − 15.0%,
depending of the nominal counting distance (see Table 2); the adopted
modelling is therefore fully validated by the relative degree of equiva-
lence. The same applies to the remaining parts of the measurement Eq.
(17) with a significant impact on the result.

5. Conclusions

A comprehensive measurement equation for the rel-INAA method
was obtained starting from the detailed modelling achieved in the
development of the k0-INAA method. It offers the complete mathemat-
ical description of the measurand by physical and chemical quantities
having dimensions in SI units. In the form presented in this study, the
measurement equation is written, to our knowledge for the first time,
making the model parameters explicit also for neutron energy spectrum
and self-shielding, flux gradient, γ-ray self-absorption, counting position
and geometry, moisture and air buoyancy.

This allows claiming metrological traceability to SI of the results
obtained by a primary ratio method and based on complete uncertainty
budgets automatically compiled using the Kragten spreadsheet
approach [21], in full agreement with the ISO GUM recommendation.

The determination of As mass fraction in a seafood matrix within the
framework of an international supplementary comparison validated the
developed measurement equation to yield results with a performance

equivalent to standard addition and external calibration methods of ICP-
MS. The added value of the rel-INAA datum is that it was obtained with a
method having the potential to be a primary ratio method, with the
highest metrological qualities such as isotope dilution of ICP-MS.

In case monoisotopic elements such as Na, Al, Sc, Mn, Co, As, Y, Nb,
Rh, I, Cs, Pr, Tb, Ho, Tm, Au and Th, isotopic dilution of ICP-MS is not
applicable. This makes rel-INAA the only practically choice as a primary
ratio method relevant to the production of certified reference materials
for inorganic trace analysis. For the remaining elements, the rel-INAA is
also relevant because it does not require prior dissolution of solid sam-
ples, a very important feature in the case of particularly complex and
heterogeneous matrices, e.g. electronic waste materials.
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Appendix A

The measurement equation for the rel-INAAmethod when measurement and standard samples are counted in different nominal counting positions
is:

Fig. 6. As mass fraction values reported by NMIs/DIs’ laboratories in the APMP.QM-S19 supplementary comparison (left vertical axis) and relative differences from
the SCRV (right vertical axis). Error bars represent standard uncertainties (k = 1). The center and the upper and lower dashed horizontal lines represent the SCRV and
its standard uncertainty (k = 1), respectively.
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wsmp =

⎛

⎜
⎝
np smp

np std

COIstd
COIsmp

tc smp
tc std

tl std
tl smp

1 − e− λ tc std

1 − e− λ tc smp
e

μ

(
tl std
tc std

−
tl smp
tc smp

)

eλ Δtd 1
kβ

×
θiE std Msmp

θiE smp Mstd

Gth std +
Ge std

f
Q0(α)

Gth smp +
Ge smp

f
Q0(α)

×e
∑6

i=1
(bi − bʹi)E

2− i

×

(
dstd − dʹ

0 std
dstd + δdstd − dʹ

0 std

)2
(

dsmp − dʹ
0 smp

dsmp + δdsmp − dʹ
0 smp

)− 2(

1+
hstd

dstd + δdstd − dʹ
0 std

)− 1
(

1+
hsmp

dsmp + δdsmp − dʹ
0 smp

)

×

(
1 − e− νstd hstd ρstd

νstd hstd ρstd

)(
1 − e− νsmp hsmp ρsmp

νsmp hsmp ρsmp

)− 1

×mstd kbuy (1 − ηstd) wstd − mblk wblk
) 1
msmp

(
1 − ηsmp

) − ΔwU

(A1)
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