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Abstract
Silicon nanowires (NWs) with a cylindrical form are fabricated by means of nanosphere
lithography and metal-assisted chemical etching to obtain high aspect ratio nanostructures
(diameter of about 100 nm and length of more than 15 µm) on an approximately 1 cm2 area.
The nanodimensional characterization of individual NWs is performed by using several
techniques, because dimensions at the nanoscale strictly relate to functional performance. In this
study, we report the results of an interlaboratory comparison between measurements from a
metrological atomic force microscope (AFM) and research AFMs located in different national
metrology institutes (NMIs) across Europe and in a university. The purpose of this study is to
characterize two measurands: (i) sidewall roughness (Ra, Rq, Rz, Rsk, Rku parameters)
extracted from the top profile measured along the nanowire length, and (ii) diameter of the
nanowires measured as top-height. To this goal, the nanowires are spread horizontally on a
silicon substrate, which has several areas labelled with a pattern of crosses and letters
facilitating the measurement of the same NW, in order to study the reproducibility due to
different instruments. Measurements show a good agreement between the different NMIs, with
a combined standard uncertainty of top-height diameter less than 3%, and with a combined
standard uncertainty of roughness parameters well within 5% for Ra and Rq values.
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1. Introduction

For many decades now, numerous scientific reports [1–3]
highlight the fact that fossil fuels are limited and harm health
and the environment. Renewable sources offer a promising
alternative to our global problems and many efforts have been
and still need to be realized in order to increase their efficiency.
That is why the global Energy Harvesting market size was val-
ued at about USD 3.6 Billion in 2024 and is projected to reach
USD 11 Billion in 2031 [4].

Many efforts have been carried out on solar sources in the
past decades with, for example, solar photovoltaic global capa-
city increasing from 6 GW in 2006 to 375 GW in 2023 [5].
Associated technologies evolved from macro- to microscales
and are now approaching the nanoscale. With the small size
and high surface-to-volume ratio, the promise of nanoscale
energy-harvesting devices is increased efficiency with reduced
material quantities [6, 7].

In order to achieve these objectives, energy harvesting sys-
tems based on nanowires (NWs) are of great interest. NWs
are cylindrical nanostructures with diameters ranging from
5 nm to hundreds of nm and aspect ratios from 1 to 100.
These nanostructures exhibit useful electrical, electromech-
anical and thermoelectrical characteristics due to the lateral
quantum confinement of electrons and phonons [8–10].

In addition, the realization of porous NWs is relevant for
the tuning of thermal transport properties where the pore
distribution impacts the thermal conductivity k reducing it
to values lower than 2 W · m−1 · K−1 [11], allowing the
future realization of standards for scanning thermal micro-
scopy in the low k range. The presence of pores allows for
subsequent modification of the NWs, such as impregnation
with organic compounds to obtain organic-inorganic devices
interesting for organic electronics or hybrid photovoltaics [12],
or to obtain conformal coatings with metallic oxides such as
ZnO to tune the functional properties of the NWs ranging
from photoluminescence [13] to electrical and thermal trans-
port properties.

However, despite the growing development of NW-type
technologies and the numerous potential benefits they offer,
the testing and characterization processing pose ongoing chal-
lenges. For example, it is still difficult tomake the link between
measurements carried out at the nanoscale and results on a lar-
ger (micrometric) scale. Nanometrology plays a crucial role
in ensuring the traceability and reliability of measurements
through the development of methods specifically tailored to
instrumentation at the nanoscale. One of the aims of the stud-
ies realized in the NWs project (19ENG05 NWs, EMPIR
programme [14]) is to respond to the lack of methodologies
for the NWs characterization while developments are already
well advanced for roughness measurement by atomic force
microscopy (AFM) for critical dimension for example [15,

16]. The aim of this particular study is to target the roughness
and dimensional characterization at the nanoscale.

Indeed, many articles report on the effects of roughness on
the performance of electronic devices (e.g. transistors, solar
cells), particularly their impact on physical properties such as
electrical [17, 18], optical [19], electrochemical [20], thermal,
electron and phonon transport [10, 21–23].

Previouswork on crystalline Si NWswith similar diameters
has showed that phonons are strongly scattered by the wire
surface, revealing a strong dependence of the conductivity on
the diameter of the wire [23]. At a high surface roughness,
the thermal conductivity can even be reduced by two orders of
magnitude compared to bulk Si [24, 25].

In this work, we report an inter laboratory comparison
study on AFM dimensional and surface roughness character-
ization on silicon NWs, involving different national metro-
logy institutes in Europe. The proposedmethodology connects
established methodologies for quantifying nanoparticles with
standardized approaches for nanoscale step heights. The char-
acterization of nanomaterials is a critical step in the develop-
ment of technologies where these are implied. In this frame-
work, developing and establishing standardizedmeasurements
protocols through inter laboratory comparisons is required for
single types of nanomaterials and targeting the measurands
relevant to various applications. Such well-developed charac-
terization method can be implemented in a hybrid characteriz-
ation approach [26–29]. The use of multiple, well-assessed,
characterization methods is a growing and essential prac-
tice for a broader comprehension of nanomaterials structural,
physico-chemical and functional properties. Next to providing
the roughness properties of the wires, with their uncertainties
evaluation, the results of this study will also help demonstrate
the comparability of the measurement results obtained with
various instruments.

2. Fabrication of nanowires and deposition on a
patterned substrate

The realization of porous Si (pSi) NWs relies on three main
steps: polystyrene nanosphere (PS NS) lithography, gold thin
film deposition via evaporation, and metal-assisted chemical
etching (MACE) [30]. Initially, a commercially available Si
n+ doped substrate (MEMC Electronic Materials), with a res-
istivity of (27–47) mΩ∙cm, was cut into squares with sides of
1.5 cm. These samples were then cleaned in an ultrasonic bath
containing acetone and subsequently isopropanol, followed by
drying under nitrogen flow. The samples surface was made
hydrophilic employing an oxygen plasma (Bdiscom Plasma
Matrix) at 40 W for 6 min. O2 plasma was chosen over the
piranha solution due its reduced safety risk and being less time
consuming. Afterward, the substrates were patterned through
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polystyrene (PS) nanospheres (NS) lithography, which con-
sists of the drop-casting and spin coating of 60 µL of aqueous
solution, with 194 nm diameter commercial PS NSs (PS02008
BANGS Lab). The coating part was carried out using a pro-
grammable spin coater (Laurell Technologies), employing a
two-step program with selected spinning speed (ω) and accel-
eration (α). The two steps were set to last for 10 and 30 s in
sequence, with ω and α 500 rpm and 410 rpm·s−1 respect-
ively for the first part and 2500 rpm and 820 rpm · s−1 for
the second part. These parameters were optimized to achieve
a monolayer of PS NSs with a hexagonal closed packed struc-
ture, minimizing defects and maximizing the size of the grains
(see figures 1(a) and (b)) [11, 31]. Afterward, the samples were
treated with argon plasma etching with 75 W RF power at a
pressure of about 10−2 mbar. This process aimed to reduce
the diameter of the PS NSs without compromising their circu-
lar shape, passing from the initial diameter of 194 nm to the
final one of 100 nm (see figures 1(c) and (d)). The reduced
NSs pattern was then used as a shadow mask for 20 nm of
gold deposition, using e-beam evaporation. An ultrasonic eth-
anol bath was employed to perform the NSs lift-off, to obtain
a pattern of circular voids on the gold layer, which constitutes
a mask necessary to carry out the porous silicon NWs etching
(see figures 1(e) and (f)). The final step in the realization of
pSi NWs involved MACE. This process is able to selectively
etch silicon, due to the presence of a metal catalyst, in this
case, the antidot mask of Au. The etching solution used con-
sisted of HF (50%): H2O2 (35%): EtOH in a ratio of 10:1:3. In
this solution, H2O2 induces the oxidation of silicon by redu-
cing at the Au surface and injecting holes at the Au/Si inter-
face. HF then dissolves the resulting silicon oxide, below the
Au antidot mask, leading to the definition of an array of sil-
icon NWs with porous structure when the original substrate
is highly doped, as in this case. [30, 32]. The samples were
soaked in the etching solution for 50 min, a time sufficient to
obtain NWs longer than 15 µm, then the process was stopped
by rinsing the samples with ethanol and finally left to dry in air
(see figures 1(g) and (h)). MACE is a competitive technique
respect to Deep Reactive Ion Etching, able to produce very
high aspect ratio (over 1:150 in this case). The need of such
long NWs is connected to the thermal conductivity measure-
ments, in which the NWs are hung ontoMEMS platforms with
suspended beams of micrometric scale.

A scanning electron microscope (SEM) characterization
(FEI Inspect F available at the Nanofacility Piemonte at
INRiM QR Micro&Nanolaboratories) was carried out after
each fabrication step, at 10 and 30 kV and a working distance
of 10 mm, in order to evaluate the quality of the processes car-
ried out and to tune and optimize the fabrication parameters.

The NWs obtained with this electroless etching method can
have a porosity content depending on the initial doping level of
the substrate and time of etching. However, the porosity can-
not be measured by AFM, which only targets surface rough-
ness. The NWs were dispersed on a TEM grid and the image
was acquired by high-angle annular dark-field scanning trans-
mission electron microscopy using a Thermo Fisher Scientific
Tecnai Osiris S/TEM, operating at 200 kV and equippedwith a
high brightness electron source. Figure 1(k) reports a scanning

transmission electron microscopy (STEM) image of a single
nanowire showing its porosity and surface roughness.

Such porosity has critical dimensions lower than the
curvature radius of the AFM tip used for the subsequent char-
acterization, hence cannot be fully resolved. However, some
asperities are visible on the nanowire surface, these may be
originated during the etching process or may be due to frag-
ments of other NWs electrostatically attached to the NW of
interest. Such surface modifications are detected as imperfec-
tions and surface roughness through AFM analysis.

In this study, NWs were then transferred onto three
(9 × 9) mm patterned silicon substrates (figures 1(i), (j)
and 2), designed by LNE and fabricated by C2N (Centre for
Nanoscience and Nanotechnology) CNRS, Palaiseau, France)
[28], in order to be able to locate easily the same set of NWs
with different instruments. Letters and crosses were litho-
graphed on these substrates. A 9 × 9 mm grating of areas are
marked with numbers. 16× 16 crosses, 15µm apart from each
other, are etched in each numbered zone (figure 2). Each sub-
strate is also referenced. A previous study had evaluated the
roughness of this substrate to be equal to 0.3 nm (Sq) [28]. It
was also confirmed by the measurements made by the part-
ners. The transfer of the NWs occurs using a laboratory paper
tissue that collects the NWs from their matrix through electro-
static forces. These are then released randomly on the marked
silicon chip. The success of the NWs transfer can be checked
through optical microscopy and can be repeated if necessary.
The random release of NWs can result in the presence of isol-
ated NWs laying horizontally on the marked sample, which
can be characterized by AFM, and in the presence of agglom-
erates of NWs. The agglomerates cannot be analysed by AFM
without compromising the tip, for this reason the NWs trans-
fer is previously characterized by optical and scanning elec-
tron microscopy to highlight the suitable region for the AFM
analysis. In figure 2, the green regions indicate the presence
of isolated NWs while the red regions indicate the presence of
bundles and they are not approached with the AFM tip.

3. AFM instruments involved in the intercomparison

3.1. INRiM metrological AFM

The samples are analyzed with the INRiM metrological AFM
[33] in order to give a reference measurement.

INRiMmetrological atomic force microscope (mAFM) is a
customized instrument with an AFM head placed on a sample-
moving mechanical structure. Tip-sample movements while
scanning the sample are monitored by interferometers, ensur-
ing a direct traceability to the SI.

Instrument traceability is achieved through in-situ interfer-
ometric calibration of the vertical scanning device (Z-axis) and
interferometric measurement (metrological closed loop con-
trol) of lateral displacements (X- and Y-axes) during relat-
ive tip/sample movement. The wavelength of the He–Ne het-
erodyne laser Zeeman modulation type source of the inter-
ferometer (633 nm) is calibrated with respect to the Mise en
Pratique (MeP) [34] sample length laser He–Ne every 5 years.
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Figure 1. Schematic representation of the pSi NWs fabrication. Each fabrication step is illustrated with both the sketch and the SEM image.
(a), (b) Deposition of polystyrene nanospheres NSs (diameter 194 nm) on the silicon wafer by spin coating at different rotational speeds. (c),
(d) Reduction of NSs diameter to 100 nm by argon plasma. (e), (f) Deposition of 20 nm of Au and lift-off of the NSs to obtain the pattern of
circular voids on the gold layer. (g), (h) Metal-assisted chemical etching to obtain the porous silicon nanowires with very high aspect ratio
(NW length > 15 µm, diameter 100 nm, aspect ratio 1:150), is unachievable by dry etching methods. (i), (j) Transfer of the nanowires NWs
on a solid silicon substrate with markers, where they lay horizontally, and their sidewalls can be probed by AFM. (k) STEM image of a
single nanowire, where the roughness can be appreciated.
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Figure 2. (left) Photography of one of the three samples used for
the study. (center) Schematic view of the different numbered zone
on a substrate. (right) Optical microscope view of a numbered zones
(here zone 7–1) on a marked silicon substrate (9 mm× 9 mm) where
are deposited nanowires. Distance between two crosses is 15 µm.

The mAFM is located in the length and mass laboratory at
INRiM, located 9 meters underground to reduce the impact
of environmental vibrations from city traffic, with controlled
temperature and relative humidity, set to T = (20.0 ± 0.1) ◦C
and RH ∼ (50 ± 15)% respectively, according to ISO 1 [35].

The AFM measurement modality used is non-contact with
amplitude modulation. Measurements are performed using
commercial n-type silicon tips by µMasch, with a nominal
radius of 8 nm, a nominal resonance frequency of 325 kHz
(frequency range 265–410 Hz) and a nominal force constant
of 50 N·m−1 (force constant range 20–80 N·m−1).

Images with dimensions of about 6 µm× 6 µmwere taken
with resolution of (1024 × 1024) pixels.

3.2. AFM in PiQuET cleanroom

The AFM Park Systems NX20 is an instrument devoted to
measure large sample, up to the dimensions of a six-inchwafer.

The AFM Park Systems is installed in a cleanroom laborat-
ory with ISO 6 particle control [35] and controlled temperature
set to (20 ± 0.5) ◦C and a relative humidity of (50 ± 10)%.

The AFM measurement modality used is non-contact with
amplitude modulation. Measurements are performed using
commercial n-type silicon tips by Nanosensors, with a nom-
inal radius of 8 nm, a nominal resonance frequency of 330 kHz
(frequency range 204–497 Hz) and a nominal force constant
of 42 N·m−1 (force constant range 10–130 N·m−1).

Instrument traceability is achieved through the calibration
by using step-height transfer standards TGZ02 provided by
MikroMasch (nominal height: 100 nm), previously calibrated
by INRiM metrological AFM with 1.1 nm uncertainty (k = 1)
relative to the height measurement.

3.3. LNE AFM

The AFM images have been acquired with a Veeco Dimension
with a Nanoman V controller. This AFM is available on LNE’s
CARMEN (Metrological Characterization of Nanomaterials)
platform. The laboratory is controlled in temperature, pres-
sure and humidity and well characterized in terms of noise,
drift, and other sources that can enlarge the measurement
uncertainty [36]. The temperature achieved in the enclosure

reach 32 ◦C as the electronic part are inside. The instrument is
placed on a massive concrete block in order to avoid vibration
issues and in an acoustic enclosure. All the images realized on
the NWs were acquired with OTESPA-R3 tip (nominally 7 nm
tip radius, Bruker’ specification) in intermittent contact/tap-
ping mode. It operates in close-loop control.

The calibration had been realized before and after the NWs
measurement step, with a calibration grid P900H60 [28]. The
calibration grating has an indicative pitch of 900 nm and a
height of 60 nm. The calibration of this grating was realized
with the LNE’s metrological AFM [37] with 0.5 nm uncer-
tainty (k = 1) relative to the height measurement.

3.4. VSL AFM

At VSL the Veeco Dimension 3100 was used for this invest-
igation. Due to the fact that the measuring range was larger
than 100 nm, the instrument was calibrated in the Z-axis with
step height standards leading to and not using virtual standards
[38]. The calibration of the lateral scales was considered of
minor importance since the required measurands only depend
on the Z-values, so nominal calibration coefficients were used
for the lateral scale. All measurements were performed in tap-
ping mode with probes of type NuNano SCOUT 350 H HAR
with a nominal tip radius of 5 nm.

3.5. PoliTo AFM

The AFM used is an MFP-3D Bio model from Oxford
Instruments Asylum research coupled with an inverted Optical
microscope (Nikon Ti–S) allowing for the contextual optical
and scanning probe investigation of the specimen.

The microscope is specifically designed to prevent
crosstalk by separating the vertical nano-positioning system
(z-channel), integrated in the microscope head, and horizontal
movements (x-and y-channels) physically located on a sep-
arate scanner. The three channels are driven by piezoelectric
actuators embedded in electro-eroded stainless-steel frames
to allow maximum linearity on the movement, hosting an
LVDT positioning sensor for the detection and correction of
the piezo position on x-, y-, and z- channels. Scanner capab-
ilities are 15 µm Z-range with Z sensor noise < 0.25 nm, x-
y-channel range 90 µmwith sensor noise< 0.6 nm, DC height
noise < 50 pm.

Additionally, the setup is installed in an acoustic hood
ATCBCH ensuring an acoustic insulation > 30 dB and a tem-
perature stabilization better than 0.1 ◦C, and includes an active
vibration insulation platform (Halcyonics Micro 40) effective
at starting frequencies of 0.6 Hz and with guaranteed isolation
performances of 25 dB at frequencies > 5 Hz 25 and 40 dB
for vibration frequencies > 10 Hz.

Measurements were performed in intermittent contact AC
Mode by using tips from Asylum AC 160 TSA (res Freq 380k
Hz, spring constant 62 N ·m−1, with nominal radius 7 nm.
Laboratory conditions were T = 25 ◦C and RH (35–45)%.

Instrument traceability is achieved through the calibration
of TGZ02 step-height standard against INRiM metrological
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AFM. In fact, the same standard, same operator, same proced-
ure was used to calibrate both PiQuET and PoliTo AFMs, so
the calibration of the two instruments are comparable.

4. Measurands

Since at the nanoscale dimensions strictly relates to functional
performances, the measurands we decided to study are the dia-
meter of the NWs and the roughness along the wire.

4.1. Diameter

The diameter of the circle base of a nanowire can be extracted
with the same approach used for measuring the diameter of
spherical nanoparticles (NP) [36, 39, 40].

As reported in the American ASTM E2859-11 [41] and the
NPL GPG 119 guides [42] and Vobornik et al [43] a method
that can be used to measure the diameter of isolated spher-
ical NPs dispersed onto a flat substrate is the extraction of the
top-height. More in detail, once the cross-section profile of the
NPs is extracted (figure 3), the average substrate baseline is
subtracted from the peak height to find the NP top-height.

But unlike spherical NPs, the diameter of a nanowire cannot
be extracted from a single top height point as the height/dia-
meter of the nanowire can vary along its entire length. Indeed,
along the total length diameter variation of few nanometres can
occur due to the continuous immersion in the etching solution
during the fabrication. Because of this, the top-height point
had to be extracted on several profiles along the nanowire,
ideally on each line of the nanowire AFM image. As a res-
ult, a profile all along the nanowire can be determined and can
also be used to determine the roughness parameters all along
the NWs (section 4.2).

Furthermore, in sample preparation some NWs can ran-
domly join together creating a thicker rod that changes its
height (Paragraph 2 and figure 3(b)). It can therefore happen
that NWs do not touch the substrate all along the wire.

4.2. Roughness parameters

Surface characterization regards the analysis of the rough-
ness of the profiles, according to the ISO 21920:2021 [44].
Please note that ISO 21920-2:2021 transposes and replaces
ISO 4287:1997, ISO 13565-2:1996, ISO 13565-3:1998.

The roughness amplitude parameters characterize the sur-
face based on the Z-axis deviations of the roughness profile
from the average line [33, 45]. In this study, the different part-
ners extract along the NWs length the following parameters:
Ra (average roughness), Rq (root-mean-square roughness), Rz
(maximum height of the roughness profile), Rsk (roughness
skewness), and Rku (roughness kurtosis) [45].

5. Development of a protocol for nanodimensional
measurements with AFM on NWs

At first, the deposited NWs to be considered in the study had to
be selected. Indeed, during the deposition, it happens that they

Figure 3. (a) Cross section of a nanowire deposited onto a surface.
The grey line is a profile achieved by the tip: the lateral diameter
(dNW_lateral) is enlarged by a convolution between the tip and the
nanowires. The diameter can be extracted from the height of the
NW hNW. The height of the nanowire is defined as the vertical
distance between the point called ‘top height’ and the substrate. (b)
3D sketch of a nanowire.

form clusters and large bundles, so not all regions are suit-
able for the AFM measurements, because bundles can cause
breakage and wear of the tip. Preliminary observations were
carried out over large area on the patterned substrate by means
of optical microscopy. A scheme of the silicon chip is given
in figure 2 with different areas marked with numbers, letters
and crosses. The green areas present isolated NWs suitable for
AFMmeasurements, while the red areas present NWs agglom-
erates and were disregarded.

Only regions featuring sparse NWs are imaged by SEM,
as in figure 4, in order to provide information before AFM
measurement sessions.

After the preliminary observations, the patterned silicon
chips with NWs spread horizontally were circulated among
the institutes, and at least 10 NWs per each sample were ana-
lyzed for a reliable statistical data evaluation.

For AFM images acquisition, the participants respected a
protocol specifically designed for this interlaboratory compar-
ison. Tapping mode is recommended [46], the image must
have (1024 × 1024) pixels with a scan size of (6–10) µm, an
imaging force in the range 5–15 nN and a scan speed of about
0.4 Hz. All the AFM must be calibrated. Moreover, the parti-
cipant were asked to wait few hours to reach the thermalization
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Figure 4. SEM image of an area with NW deposited on marked
silicon substrate. Zone linked to the selected green area of .figure 2

of the instrument in there enclosure before realizing the meas-
urement. In fact, many drift (X,Y,Z) could be observed due to
this phenomena as it was pointed out by Marinello et al [47].

It has to be noted that all participants measure the same
NWs, thanks to the patterned substrate that helps the localiza-
tion onto the sample.

In order to extract the roughness parameters from the raw
measurement data, it was found that a simple plane correc-
tion was not sufficient because of residual distortions from tip
instabilities and 1/f noise (figure 5). Correction of these distor-
tions was performed by isolating the data points representing
the substrate only, and then correcting each scan line for tilt
and offset of the substrate line by line (figure 6). In order to
eliminate measurement distorsions by tip effects and 1/f noise,
the individual measurement fields were first leveled by manu-
ally selecting three points representing the background plane.
After subtraction of this plane, a mask is constructed with
those data points that represent the background. The selection
of points that represent the background is based on the dis-
tance to the median value (threshold masking). The selection
is implemented as a cumulative process for an ever decreas-
ing margin around the updated median value until the mask is
stable. Finally the mask is used to perform first order correc-
tions of the individual image lines.

Qualitative inspection of the result of this correction was
performed by visual inspection of the substrate image and
qualitatively by the resulting histogram representing the sub-
strate data. A very sharp histogram for the substrate data cor-
responds to optimal alignment of the scan lines (figure 7) and
a reduction of the width of the peak corresponding to the sub-
strate. The alignment of this peak with 0 nm is the result of the
line-by-line correction.

Figure 5. (a) Raw AFM data usually present a tilt due to
misalignment between the tip scan plane and the sample plane, as
becomes clear when the data is represented as a histogram (b).

Then the participant were asked to extract the diameter
from the top-height (paragraph 4.1) in zones free from con-
tamination. In order to achieve this point, cross-sections were
drawn from the previously levelled images all along the NW.
A mean profile was calculated from those ones, and the top-
height of this mean profile was determined to give a value for
the diameter.

Finally, each pixel representing the top-height along the
NW length was extracted to draw a ‘top-height profile’
(figures 8 and 3(b)).

The roughness parameters are calculated from this one after
removing a Gaussian L-filter with λ = 2.5 µm (figure 9) [44].
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Figure 6. By subtracting the least squared plane (a), the
background apparently becomes levelled as demonstrated by the
sharp peak at zero in the histogram (b), but a high contrast colormap
(c) reveals tip changes and 1/f noise.

Figure 7. To minimize the effects of tip changes and 1/f noise, line
wise correction of the levelled data is required. Although the visual
appearance of the corrected field (a) is the same as the least squares
corrected field, the histogram (b) now shows the highest possible
histogram peak and the high contrast map (c) shows no remaining
distortions.
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Figure 8. The analysis of the nanowire surface is based on the
selection of areas where there is no obvious contamination. The
yellow arrow (a) shows the region for which the ‘top height’ profile
was extracted, as shown in the (b) ‘top height profile’ along the wire.

6. Results and discussion

6.1. Independent results from partners

In this section, the results regarding the top-height diameters
and roughness parameters extracted by the analysis of the three
samples are reported.

Figure 9. The leveled top-height profile was determined by first
subtracting the tilt and offset from the raw top height profile, and
filter by means of a 2.5 µm high pass cut-off filter.

In order to keep the results anonymous, the five partners in
paragraphs 6 and 7 are named as A, B, C, D and E. The five
participants are detailed in section 3.1 to 3.5.

Figure 10(a) reports the mean weighted value of dia-
meters with the standard deviation and is consistent with

9
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Figure 10. Results of the various participants on three different samples regarding roughness evaluation, in particular (a) NWs diameter
measured as top-height of the circle base, (b) average roughness Ra, (c) root mean square roughness Rq, (d) maximum roughness height Rz,
(e) roughness skewness Rsk, and (f) roughness kurtosis Rku. Please note that error bars refer to standard deviation of the weighted mean
values, represented by the orange line.

the value evaluated by TEM (figure 1(k)), i.e. 107 nm.
Figure 10(b)–(f) report mean weighted mean values together
with the standard deviation, that represents the dispersion
between the different NWs deposited onto the surface.
Please note that different software packages were used in
the analysis of these results, including MountainsLab, a
MATLAB (MathWorks) routine and a Python routine. The
goal of our study is to compare the results, independently
on the type of software or routine used. The uncertainties
due to the different types of software are considered into
the repeatability and reproducibility term in the uncertainty
budgets.

More in general, this paper is not about a study to invest-
igate what method is preferred for measuring these specific
parameters. Various measurement methods and analysis tools
were used on purpose in order to try to get consistent meas-
urement results despite a variety of instruments, methods and
analysis tools.

Observing particularly Lab C, it could be noted that the
error bars are larger than the other labs. It could be explained
by the fact that Lab C measured a larger number of NWs (12
instead of around 5 for the other labs), highlighting the NW

size distribution is not negligible in the measurement of topo-
graphic information of NWs.

The plots show a good consistency of results, as can be
appreciated by the overlap of the standard deviation bars.
The experimental data from the various laboratories present a
standard deviation of about 20% compared to Ra, Rq and Rku
weighted mean values, while the standard deviation is greater
than 50% for Rsk and Rz weighted mean values. Regarding
top-height diameter d measurements, the standard deviation
is the 15% of the mean value. The standard deviations here
represent the reproducibility between the different laborator-
ies. This reproducibility includes components linked to data
acquisition (differences between instruments and method) and
data analysis (operator, software packages).

6.2. Roughness comparison on same set of NWs measured
by different laboratories

In order to explain the difference observed by each participant
in roughness and height measurements, exactly the same data
treatment by the same operator was applied on the same set of
NWs.

10
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Figure 11. Colocalized AFM images of the same nanowire acquired by four different laboratories.

Figure 12. Top-height profile on exactly the same nanowire of figure 11. (Top) without distortion corrections (bottom) with distortion
correction.

First, each image (calibrated and levelled) of the nanowire
to be compared was colocalized to extract exactly the same
area on the nanowire, without contamination (figure 11) with
Mountains Lab software (v10, Digital Surf). The pixel size of
each colocalized image is different in function of the labor-
atory which makes the measurement. This colocalization pro-
cess make the set of images acquired at the same location to
be overlay. This co-location step involves distorting the over-
lay images relative to the image that has been imposed as a
reference.

Then, a MATLAB (MathWorks) routine is used to extract
the top-height profile for the colocalized images (figure 12),
and the same trend is found for the various top-height profiles
along Y axis extracted from the various images (figure 11) ana-
lyzed by the different AFMs.

Some distortions along the NW direction are due to drift in
XY direction during the image acquisition not properly cor-
rected by the colocalization process. A correction is performed
directly on profiles (figure 12).

Finally, the roughness parameters are extracted from the
profiles, using a Gaussian L-filter before calculation, by means
of MountainsSPIP (DigitalSurf) software.

The results are presented in table 1. Some differences are
probably due to (i) the evaluation was performed on portions
of images with different pixel size sampling, and (ii) the lateral
distortions of the co-localized images.

7. Uncertainty estimation

7.1. Diameter

In the appendix the uncertainty budget of each partner accord-
ing to the GUM—Guide to the expression of Uncertainty in
Measurement [48] is reported. Hereafter, in In table 2 a sum-
mary table of the expanded uncertainties is reported.

For each uncertainty source, together with the estimate and
its standard uncertainty, is also reported the uncertainty type,
which can be experimentally evaluated through a statistical
analysis on a series of observations (A-type), or based on previ-
ous measures, certificate values or on theoretical assumptions
of statistics that characterize a measurement process (B-type).

The probability density function (PDF), which is the math-
ematical function describing the probability that the value

11
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Table 1. Roughness results of the profiles reported in figure 12.

Ra (nm) Rq (nm) Rz (nm) Rsk Rku

Mean 0.7 0.9 2.1 0.4 5.8
Standard deviation 0.2 0.2 0.7 0.3 4.4

Table 2. Expanded uncertainty values of the NW diameter for each
Lab. A more deep focus for each Lab can be found in the appendix.

Laboratory
Expanded uncertainty of the
NW diameter (k =2) U (nm)

Lab A 5.0
Lab B 6.2
Lab C 7.1
Lab D 5.4
Lab E 6.8

of the variable lies within that interval, which can be nor-
mal (indicated with N), when the source of uncertainty has a
Gaussian distribution, or rectangular (indicated with R), if the
source of uncertainty has the same probability of being con-
tained within an interval.

νi indicates the degrees of freedom, which give informa-
tion about the reliability of the uncertainty value, while νeff
is the effective degrees of freedom of the combined standard
uncertainty calculated using the Welch-Satterthwaite formula.
In all budgets reported in appendix, the degrees of freedom for
A-type uncertainty depend on the observations, while for the
B-type is set equal to 100 if is available in calibration certific-
ates or equal to 50 if it derives from previous knowledge or
published reports.

The sensitivity coefficient describes the extent to which the
source of uncertainty influences the overall uncertainty. The
uncertainty contribution to the estimated quantity gives the
final contribution from a given source of uncertainty to the
overall uncertainty.

The combined standard uncertainty is the overall uncer-
tainty of the estimated quantity calculated by combining the
individual values according to the law of propagation of uncer-
tainty. The expanded uncertainty is obtained by multiplying
the combined standard uncertainty with the coverage factor
k = 2, in order to have the 95% level of confidence to be asso-
ciated with the interval.

Please notice that the equation used for each uncertainty
budget evaluation is equal to d= C · dmean + δnoise, where d
is the top-height diameter obtained as explained in section 5
and dmean is the average of the diameter form experimental
data, C is the calibration of the instrument, and δnoise is the
instrumental noise. In these budgets, the influence of the tem-
perature and the tip-sample-substrate interactions are not con-
sidered since they are negligible terms.

Each participant differs slightly in the evaluation according
to the knowledge of the system, and in appendix, tables 1–5
all contributions are described.

Figure 13. Schema and explaining the Monte Carlo method
developed for the evaluation of the uncertainty of nanowires
roughness.

The combined standard uncertainty regarding top-height
diameter is 2.0% for Lab A, 2.8% for Lab D and Lab E, and
2.9% for Lab B and Lab C.

7.2. Roughness parameters

Uncertainty calculation of roughness parameters is a very
important task, due to the growing importance of roughness
in applications at the nanoscale [49].

Since the standard ISO 19606:2017 [50] describes the eval-
uation with AFM of few roughness parameters but does not
deal with the uncertainty, we decided to evaluate the uncer-
tainty for each roughness measurands by using a Monte Carlo
approach (figures 13 and 14(a)), as recommended by theGuide
to the expression of Uncertainty in Measurement [51].

At first, our approach consists in generating 10 000 profiles
according to the following formula:

Pi = P0 + ur ·P0 ·N1 + δnoise ·N2

where Pi is the profile generate at the ith iteration, P0 is the ori-
ginal profile, ur is the relative uncertainty of the Z-calibration
coefficient (based on the relative standard uncertainty of the
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Figure 14. (a) Roughness profile along nanowire length (left) and
random profiles generated by Monte Carlo simulation (right). (b)
Probability density function of roughness parameters by Monte
Carlo evaluation.

Table 3. Uncertainty results for roughness parameters according to
Monte Carlo evaluation.

Roughness parameter Laboratory

Expanded
uncertainty

(k = 2) U (nm)

Ra

Lab A 0.01
Lab B 0.09
Lab C 0.05
Lab D 0.01
Lab E 0.03

Rq

Lab A 0.01
Lab B 0.10
Lab C 0.07
Lab D 0.01
Lab E 0.04

Rz

Lab A 0.22
Lab B 1.98
Lab C 1.00
Lab D 0.35
Lab E 1.18

Rsk

Lab A 0.07
Lab B 0.82
Lab C 0.39
Lab D 0.22
Lab E 0.48

Rku

Lab A 0.33
Lab B 5.27
Lab C 1.66
Lab D 1.13
Lab E 3.23

used step height standard), δnoise is the Z-noise of the instru-
ment (noise measurement on a very flat and smooth surface),
and N1,N2 ∈ Rnp are random vectors of size np (number of
pixel in the profile) extracted from a normal distribution.

Afterwards, for each iteration we evaluate rough-
ness parameters, and then parse the obtained distribu-
tions until 95% coverage is reached, so these represent
the expanded uncertainty for each roughness parameter
(figure 14(b)).

Please note that two different software packages were used,
a MATLAB routine and a Python routine.

The results are presented for scans at different locations
to indicate the consistency of the measurements. The aver-
age values, and the corresponding combined and expanded
uncertainties, were calculated from sets of results of dif-
ferent sizes, as reported in table 3. The combined standard
uncertainty results for the various laboratories range from
0.3% to 5.0% for Ra values, from 0.3% to 4.4% for Rq
values, from 1.4% to 8.4% for Rz values, from 4.8% to
20.1% for Rsk values, and from 6.3% to 18.0% for Rku
values.

The big advantage of using this Monte Carlo approach is
that it automatically deals with the error propagation for non-
analytical measurement functions and correctly handles cor-
relations between uncertainty sources.
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8. Conclusions

This study reports an interlaboratory comparison on the
measurements of dimensional parameters of NWs by AFMs
among someEuropean nationalmetrology institutes. The stud-
ied descriptors are height and roughness of metal-assisted
chemically etched NWs. In fact, both are key paramet-
ers to understand if the fabrication process was carried
out in a correct way. Moreover, the exact knowledge of
these parameters is essential to achieve the expected func-
tional characteristic of energy harvesting systems based on
NWs.

Since methods to measure NWs is lacking, and prevents
studies from being comparable, particularly with regard to
roughness, in this work we develop a method to measure and
compare height and roughness of exactly the same set of NWs.

Concerning the height, many comparisons had already
been realized for nanoparticle sizing, but not for NWs.
Experimental data shows a good consistency, and the standard
deviation is the 15% of the top-height diameter mean value.
Moreover, combined standard uncertainties given are included
in a range from 2.2% to 2.9%.

Concerning the roughness, even on flat surfaces, very few
comparisons are existing for the calculation of these para-
meters with AFM. No standard or guide exists for assessing
the uncertainty associated with it. We propose in this work a
methodology, based on Monte-Carlo approach to evaluate it.
This strategy was implemented by two teams involved in this
study into two different programming languages. The results
are consistent (combined standard uncertainty results ranging
from 0.3% to 5.0% for Ra values, and from 0.3% to 4.4% for
Rq values), proving that this methodology is particularly adap-
ted to this study.

Finally, it must be noted that in this work, several different
metrological software and routines based on MATLAB and
Python environments were used and consistently compared.
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Appendix

Appendix Table 1. Uncertainty budget evaluation for the top-height diameter for Lab A measurements.

Source of
uncertainty Quantity Unit Estimate

Standard
uncertainty
of estimate

Uncertainty
type PDF νi

Sensitivity
coefficients

Standard
uncertainty
of measurand

Repeatability dmean nm 110.1 2.2 A N 10 C 2.2
instrument calibration C — 1.0 0.1 A N 50 dmean 0.1
Noise δnoise nm 0.0 0.1 A R 50 1 0.1

Total value

Combined standard uncertainty u (nm) 2.2
Effective degrees of freedom νeff—Welch-Satterthwaite formula 10
Coverage factor 2.28
Expanded uncertainty (k =2) U (nm) 5.0

The repeatability considers the standard deviation of the mean of the NWs analyzed, which were 5 as reported in the degrees of freedom.
The C factor considers (i) the calibration, that takes into account the interferometric calibration of the Z axis including cosine errors, (ii) the piezoelectric
non-linearity, and (iii) the resolution of the digital-to-analog converter on the piezoelectric stroke of 2 µm.
The profile noise was evaluated from several measurements on portions of images with the silicon substrate only.

Appendix Table 2. Uncertainty budget evaluation for the top-height diameter for Lab B measurements.

Source of
uncertainty Quantity Unit Estimate

Standard
uncertainty
of estimate

Uncertainty
type PDF νi

Sensitivity
coefficients

Standard
uncertainty
of measurand

Repeatability dmean nm 97.6 2.5 A N 10 C 2.6
Instrument calibration C — 1.0 1.1 A N 15 dmean 1.1
Noise δnoise nm 0.0 0.3 A R 50 1 0.2

Total value

Combined standard uncertainty u (nm) 2.8
Effective degrees of freedom νeff—Welch-Satterthwaite formula 13
Coverage factor 2.21
Expanded uncertainty (k =2) U (nm) 6.2

The repeatability considers the standard deviation of the mean of the 10 different images analysed.
The standard uncertainty of the calibration of the instrument considers 15 repeated measurements on a step-height standard used to calibrate the Z axis, which
was previously characterized by a metrological AFM.
The profile noise was evaluated from several measurements on flat surfaces.

Appendix Table 3. Uncertainty budget evaluation for the top-height diameter for Lab C measurements.

Source of
uncertainty Quantity Unit Estimate

Standard
uncertainty
of estimate

Uncertainty
type PDF νi

Sensitivity
coefficients

Standard
uncertainty
of measurand

Repeatability dmean nm 116.7 3.3 A N 10 C 3.3
Instrument calibration C — 1.0 0.6 A N 130 dmean 0.6
Noise δnoise nm 0.0 0.2 B N 50 1 0.2

Total value

Combined standard uncertainty u (nm) 3.4
Effective degrees of freedom νeff—Welch-Satterthwaite formula 21
Coverage factor 2.13
Expanded uncertainty (k =2) U (nm) 7.1

The repeatability term considers the variation on height on different portions of the same wire.
The C term considers the (i) calibration of the step-height standard, (ii) the instrument repeatability along Z axis, (iii) the sensor resolution limit, and (iv) the
scan speed influence.
The profile noise was evaluated from previous measurements on mica surfaces.
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Appendix Table 4. Uncertainty budget evaluation for the top-height diameter for Lab D measurements.

Source of
uncertainty Quantity Unit Estimate

Standard
uncertainty
of estimate

Uncertainty
type PDF νi

Sensitivity
coefficients

Standard
uncertainty
of measurand

Reproducibility dmean nm 158.8 2.4 A N 100 C 2.4
Instrument calibration C — 1.0 7·10−3 A N 260k dmean 1.1
Noise δnoise nm 0.0 0.1 A N 1000k 1 0.1

Total value

Combined standard uncertainty u (nm) 2.7
Effective degrees of freedom νeff—Welch-Satterthwaite formula 150
Coverage factor 2
Expanded uncertainty (k =2) U (nm) 5.4

The uncertainty term due to the reproducibility is studied by considering, as the most representative, the experimental value results with the highest
reproducibility. The 100 DOF is the estimate of the number of lines used to calculate the average height.
The relative standard uncertainty of the C factor arises from the calibration of the Z-range with the physical step height standards, and it is equal to the relative
standard measurement uncertainty of the calibration process with the interference microscope that was used to calibrate the step height standards. Please note
that the standard uncertainty of the instrument calibration factor is calculated by multiplying the relative standard uncertainty and the measured height.
The profile noise was evaluated as on ‘stationary measurements’, where it was set a scan range of 0 nm × 0 nm and was recorded a time signal only.

Appendix Table 5. Uncertainty budget evaluation for the top-height diameter for Lab E measurements.

Source of
uncertainty Quantity Unit Estimate

Standard
uncertainty
of estimate

Uncertainty
type PDF νi

Sensitivity
coefficients

Standard
uncertainty
of measurand

Repeatability dmean nm 100.7 2.7 A N 10 C 2.6
Instrument calibration C — 0.9 1.1 A N 15 dmean 1.1
Noise δnoise nm 0.0 0.2 A R 50 1 0.1

Total value

Combined standard uncertainty u (nm) 2.8
Effective degrees of freedom νeff—Welch-Satterthwaite formula 6.9
Coverage factor 2.43
Expanded uncertainty (k =2) U (nm) 6.8

The uncertainty was evaluated in the same way as done for Lab B.
It should be noted that these uncertainty budgets do not consider the interactions between the substrate and the nanowire. Two main reasons explain that
choice: the first is that one related to the evaluation of the elastic moduli of both nanowires and AFM tip, which are similar and both hard materials.
Moreover, as the microscopist cannot be sure that the NW is touching the substrate well, a careful selection of NW has been realized before measurement.
Although identified, these sources cannot be estimated.
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